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1 Introduction
The rising tide of data-intensive, massive scale clus-
ter computing is creating new challenges for traditional,
hierarchical data center networks. In response to this
challenge, the research community has begun explor-
ing novel interconnect topologies to provide high bisec-
tion bandwidth—examples include Fat trees [2, 12, 8],
DCell [9], and BCube [10], among a rapidly growing set
of alternatives, many adapted from earlier solutions from
the telecom and supercomputing areas.

We argue that these solutions may provide too much—
full bisection bandwidth on packet timescales—at too
high a cost—literally tons of wiring and thousands of
switches. In this work, we suggest that research should
take a look back not only at historical topologies, but also
historical technologies. More specifically, we suggest
that a hybrid packet-switched/circuit-switched network
can provide the functions and ease-of-use of today’s all-
packet networks, while providing high bandwidth for a
large class of applications at lower cost and lower net-
work complexity. Taking advantage of this network re-
quires, however, a philosophical change to the design of
data center networks. We propose to augment the elec-
trical switch architecture with an optical circuit-switched
network. Implementing this approach requires a network
re-design to provide substantial pre-optical queueing at
the nodes, treating the entire data center as one large vir-
tually output-queued router. We explain this argument
briefly, and expand upon our proposed solution in the
sections that follow.

Today’s data center networks typically place 10–40
servers in a rack, with an aggregation (“Top of Rack”, or
ToR) switch in each. The ToR switches are the leaves in
a tree of Ethernet switches that connects all of the racks.
The bandwidth at the top of the tree is typically a fraction
of the incoming capacity, creating a large bottleneck.

Recently proposed architectures for electrical net-
works are based on variants of full-bisection networks
such as fat-trees, butterflies, or variants of hypercubes.
These new network designs, however, often require a

large number of node-to-node links and switches. For
example, if a k-level fat tree is used to connect N servers,
at least N × k wires are needed to construct the net-
work. Additionally, to guarantee full bisection band-
width, these designs require complex, structured wiring,
which makes them hard to construct physically and scale
to accommodate growth. This construction and manage-
ment complexity could limit their adoption.

Augmentation with an optical network provides a
simpler solution. Ignoring for the moment practical
questions of implementation, the strengths of optical
switching complement those of electrical switching.
Modern optical circuit switching technologies are, mod-
ulo the introduction of a small amount of noise, rate-
free: they switch whatever rate is modulated at the
ends. They are therefore comparatively cheap for high-
bandwidth (40+Gbps) connections. However, all-optical
packet switching has been an elusive goal for decades,
and, we suspect, will remain so for some time. Electron-
ics are better suited for making per-packet forwarding
decisions, but electrical switching is comparatively slow,
expensive, and power-hungry. In theory, at least, the
combination of circuit switched optical (affordably high-
bandwidth, but coarse switching granularity) and electri-
cal switching (affordably fine-grained switching, expen-
sive bandwidth) might offer the best of both worlds. But
why should one believe that combining them is possible
or even practical?

Data center workloads The characteristics of many
data center workloads may render full bisection band-
width at the packet granularity excessive. There are three
reasons for this: non-network bottlenecks, biased traffic
distributions, and amenability to batching. 1) Applica-
tions that hit CPU, disk I/O, or synchronization bottle-
necks on some computers will not saturate the network
link, and many applications will not saturate the network
all of the time—some data center traffic follows a strong
ON-OFF pattern [4]. 2) Other applications, such as many
scientific applications, have skewed communication pat-
terns where most nodes only communicate with a small
number of partners [3, 11]. These patterns do not require
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arbitrary full-bisection capacity. 3) A final set of applica-
tions, such as large MapReduce-style computations, may
be amenable to batched data delivery: instead of sending
data to destinations in a fine-grained manner (e.g., 1, 2,
3, 1, 2, 3), sufficient buffering can be provided to batch
this delivery (1, 1, 2, 2, 3, 3).

Design outline. Our basic design is to use a circuit
switched optical network to connect top-of-rack switches
with a high-bandwidth link, and to also connect them
through a relatively low-bandwidth, traditional electrical
switch hierarchy. This design limits the required opti-
cal port count, but means that high bandwidth becomes
available from one group of machines to another group
of machines in a circuit time-slot. We consider MEMS
switches that can reconfigure on a timescale of several to
tens of milliseconds. Recent trends in the pricing of op-
tical MEMS switches with these characteristics confirm
the viability of such a design option for deployment in
data centers.

However, because the optical network is circuit
switched, it can provide only one optical path for each
server rack. For example, once an optical path is set up
between racks A and B, the packets from A to B can be
delivered at very high speed. The packets from rack A
to other racks, however, cannot go through the optical
network until the switch is reconfigured. Effective use
of the optical network requires continuous monitoring of
the rack-to-rack traffic demands and consequent recon-
figuration of the network.

In this paper, we analyze the feasibility of using
circuit-switched optical paths in data centers. We show
that, even in large scale data centers, the optical paths
can still be reconfigured at small time scales. Using
the workloads of an existing data center, we show that
a small number of optical paths has great potential to
significantly relieve today’s data center bottlenecks. Al-
though this design holds great promise, it raises several
substantial questions. How should the circuit-switched
optical network be integrated into today’s data centers
with low software and hardware cost? How should a
circuit-switched optical network be managed to provide
maximum benefit in the presence of changing traffic pat-
terns? What are the implications to data center appli-
cations, and for what classes of applications does this
design work (or not)? We explore potential solutions to
address these questions. We discuss the system elements
and outline a first-cut system architecture to manage the
reconfigurable circuit-switched optical paths.

2 Related Work
In addition to the aforementioned recent new data cen-
ter topologies (FatTrees, DCell, BCube, etc.), the most
related work is the use of optical circuit switching in

supercomputer design. These efforts differ substantially
from our focus. The UCLP (User Controlled Lightpath)
project [1], for instance, explored the use of optical cir-
cuit switches on hour-and-longer timescales for wide-
area grid computing. Researchers from IBM and others
have examined the use of hybrid electrical/optical sys-
tems inside supercomputers, but focused on the lower-
level hardware issues and provided node-to-node con-
nectivity, instead of our focus on affordable switch-to-
switch connectivity [3, 11].

The idea of adding reconfigurable optical paths for
high bandwidth data centers has been previously pro-
posed in [7]. The use of hybrid networks in a stream
computing system has been further explored in [13]. Al-
though no design details are provided [13], this work has
mostly focused on the routing and job management of the
stream computing application. The focus of our work is
on integrating optical circuits in large scale data centers
and understanding the impact of the hybrid network ar-
chitecture on different applications. We believe that our
view of treating the data center as a single virtually out-
put queued router is novel among this prior work.

3 Optical Circuits for Data Centers
Optical Technologies. Optical links are today’s stan-
dard for ultra-high speed data transmission. Telecommu-
nications and wide-area backbone networks commonly
use 40Gbps OC-768 lines, and new 100Gbps optical
links have already been developed. With the increas-
ing demand for high speed transmission in data cen-
ters and storage area networks, optical fiber is a logical
choice because of its low loss, ultra-high bandwidth, and
low power consumption. Traditionally, however, optical
components (e.g., transceivers and switches) have been
significantly more expensive than their electrical coun-
terparts. However, recent advances in optical intercon-
nect technology have precipitated cost reductions that
might make using optical links in data centers viable.

Our design leverages MEMS-based optical switches.
These devices, which offer a promising cost-
performance point, provide switching by physically
rotating mirror arrays that redirect carrier laser beams to
create connections between input and output ports. Once
such a connection is established, network link efficiency
is extremely high; however, the reconfiguration time for
such devices is long (a few milliseconds)1.

Consequently, they act as circuit-switching devices.

Hybrid Packet-Switched / Circuit-Switched Network
Design. Figure 1 depicts our proposed network archi-
tecture. Because the optical network is circuit-switched,

1e.g., Opneti’s 1x8 MEMS switch requires 2ms typical, 5ms max
to switch with multi-mode fiber. http://www.opneti.com/
right/1x8switch.htm
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Figure 1: Network Architecture

our design includes a simple, packet-switched electrical
network to provide low-latency, all-to-all connectivity.
Thus, the optical network can offload the high-volume
traffic that would otherwise bottleneck the electrical net-
work, but applications are not blocked waiting for the
optical network to reconfigure. The electrical paths are
always available in the network, allowing the applica-
tions to communicate immediately (albeit at a lower data
rate) to any server in the data center.

The electrical network (top) uses a traditional hierar-
chy of Ethernet switches arranged in a tree. The opti-
cal network (bottom), however, connects only the top-
of-rack switches. This significantly reduces the number
of additional optical interfaces, links, and switches re-
quired, but still provides the desired bandwidth improve-
ment because a single optical switched path can handle
tens of servers sending at full capacity over conventional
Gigabit Ethernet links.

Potential Advantages. This design offers potential im-
provements in manageability, cost, and flexibility.

Manageability. Compared with a full bisection band-
width network structure, a small optical network is much
easier to construct and manage. There are no rigid topo-
logical constraints, and no need for major re-wiring to
increase the data center network size. It is easier to scale
up and can be incrementally deployed.

Cost. Even at today’s prices, the cost of optical net-
working components is comparable with existing solu-
tions. For example, it has been estimated that construct-
ing a BCube with 2048 servers costs around $92k for
switches and NICs and requires 8192 wires [10]. Today,
MEMS switches are mostly aimed at the low-volume,
high-margin test and measurement market, but even so,
using a MEMS switch to connect 52 48-port switches
would cost only approximately $110k. (On an 80-port
MEMS optical switch, each port costs $200-$700, single
10Gbit optical transceiver modules cost under $350, and
48-port switches cost under $700.) We expect the cost of
these switches would drop substantially were they used

in commodity settings, and the cost of the transceivers
drops continuously. Moreover, the optically augmented
design requires only 52 fibers to interconnect over two
thousand machines, compared to the thousands of wires
required by full-bisection approaches.

Flexibility. The structure of the optical network is
highly flexible. Depending on the data center’s workload
requirements, different levels of circuit capacities can be
provisioned. The optical network can be constructed by
a single optical switch, or through the connection of mul-
tiple switches. If fewer circuit switched paths are simul-
taneously required, we can use fewer ports on switches
to construct the optical network. Expanding an existing
network to add additional switching capacity is also rel-
atively easy.

4 Feasibility Analysis
The feasibility of our proposal depends on the agility of
optical path reconfiguration and the existence (or poten-
tial to induce) traffic skew.

4.1 Optical Reconfiguration Algorithm
Suppose the cross-rack traffic matrix is given (we dis-
cuss later how to estimate it), we need to figure out how
to connect the server racks by optical paths in order to
maximize the amount of traffic offloaded to the optical
network. This can be formulated as a maximum weight
perfect matching problem. The cross rack traffic matrix
is a graph G = (E,V ). V is the vertex set in which each
vertex represents one rack and E is the edge set. The
weight of an edge e, w(e), is the traffic volume between
the end vertices. A matching M in G is a set of pair-
wise non-adjacent edges. That is, no two edges share a
common vertex. A perfect matching is a matching that
matches all vertices of the graph. From this formulation,
the optical configuration is a perfect matching with the
maximum aggregated weight. The solution can be com-
puted in polynomial time by Edmonds’ algorithm [6].

4.2 Optical Path Reconfiguration Time
The ability of the optical network to relieve bottlenecks
in the electrical network will depend on its agility to
reconfigure and accommodate varying traffic demands.
There are several factors that influence how often one
could reconfigure the optical network in our approach.
First, there is the circuit setup signaling delay, which,
for data center networks, should be small (< 1ms). Sec-
ond, the setup of optical paths implies the physical ma-
nipulation of mirrors that have specific hardware switch-
ing times. During this fixed period, the optical paths are
down. For MEMS-based optical switches, the hardware
reconfiguration time is a few milliseconds. Third, the re-
configuration interval is also lower bounded by the time
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Figure 2: Optical Path Computation Time
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Figure 3: The Cumulative Distribution of Optical Ra-
tios for One-week Data Center Traffic

required to compute the rack-to-rack optical path config-
uration, which depends on the network size.

We use the Blossom VI implementation [5] of Ed-
monds’ algorithm to compute the optical path configu-
ration. Figure 2 shows the configuration computation
time for random rack matrices with different numbers
of racks. For each rack matrix size, we generate 5 ran-
dom matrices and present the average computation time
versus rack size in Figure 2. The computation runs on
one core of an Intel Xeon 3.2GHz processor with 2GB
of memory. The results show that the optimal configura-
tion can be computed rapidly—around 640 ms for 1000
racks. Consequently, even in very large data centers, one
could envision the reconfiguration of the optical network
happening at relatively small time scales, thus able to ac-
commodate varying traffic demands.

4.3 Evidence for Traffic Skew
Augmenting a traditional data center architecture with
a reconfigurable circuit-switched optical network intro-
duces additional capacity that may relieve some of its
inherent bottlenecks. However, this holds true only if the
rack-to-rack traffic is, or can be made, skewed, and if this

skew can be identified and exploited appropriately. We
study the workload of one small operational data center
to assess the properties of today’s data center workloads
(even though we admit that our results could not gener-
alize across all possible data centers).

Our analysis is based on a small seven-rack research
datacenter with a total of 155 servers and 1060 cores. We
instrument all servers with the IPTables NetFlow mod-
ule and export data every 10 seconds. We then aggre-
gate this server-to-server traffic matrix into a rack-to-
rack traffic matrix based on the datacenter topology. The
traffic captured includes a variety of workloads, such as
MPI, Hadoop, and scientific computing applications.

We input the rack-to-rack traffic matrix to Edmonds’
algorithm for the perfect weighted matching that will
identify the 3 rack-to-rack flows that can be routed on
top of the optical network (the 7 racks allow for 3 non-
overlapping rack-to-rack connections). The sum of the
volume of those 3 flows represents the maximum amount
of traffic that could be offloaded from the electrical net-
work onto the optical paths. We analyze a one-week traf-
fic trace using three different optical path reconfiguration
intervals. We define the optical ratio to capture the to-
tal traffic volume of those 3 rack-to-rack optical flows
over the overall cross-rack traffic in the data center. We
then plot its empirical cumulative distribution function in
Figure 3. Note that if rack-to-rack traffic is uniform, the
fraction of offloaded traffic would be 3/21 = 14% (out of
the 21 rack-to-rack flows, only 3 can be routed optically).

Instead, Figure 3 shows that setting up 3 optical paths
between the 7 racks in the data center can offload more
than 50% of the total cross rack traffic in most cases. Re-
configuring the optical network every 30 seconds results
in higher fractions of the overall traffic routed optically,
taking advantage of increased aggregation. This result
demonstrates that using even a few optical paths has the
potential to offload significant amounts of traffic from the
electrical network. Further study is needed to derive the
best optical reconfiguration time based on the dynamic
traffic demands.

5 Managing Optical Paths
The key challenge imposed by our proposed architecture
is that the circuit switched component requires explicit
set-up and tear-down of links, and is only available peri-
odically. In this section, we outline a first-cut system ar-
chitecture to monitor traffic patterns, induce traffic skew
on a rack-to-rack basis, and reconfigure the optical net-
work to optimize the transmission of this skewed traffic.

5.1 Design Elements
Traffic Measurement: The system must estimate the
rack-to-rack traffic to input to the optical path reconfig-
uration algorithm in the previous section. This informa-
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tion could be exported from the switches themselves, but
in keeping with our philosophy that the datacenter is a
router, it is most easily and scalably monitored at the
end-hosts using the same NetFlow infrastructure we used
for the feasibility analysis. An OS-independent approach
would be to collect this data from the end-host NICs, but
we leave such an evaluation for future work—certainly,
at least, exporting flow data is a less intrusive modifica-
tion than actually routing data through end-hosts, as has
been proposed for other architectures [9, 10].

Inducing Traffic Skew: The core of skew induction is
to provide extensive buffering at the edge nodes, and to
manage these queues as part of a virtually output-queued
router. Each node, therefore, will maintain several hun-
dred megabytes of queued data that is aggregated on a
destination rack basis. We discuss this aspect further in
Section 5.2.

Optical Configuration Manager: The optical config-
uration manager collects traffic measurements, runs the
optical path algorithm and issues configuration directives
to the switches, and informs hosts which paths have be-
come high-bandwidth. We envision an initial implemen-
tation of this component as a small, central management
component attached to the optical switch (equivalent to
a router control plane) running the fast Blossom VI im-
plementation, but a distributed implementation is an in-
triguing future approach.

Optional Host Traffic Controller: This optional com-
ponent runs on the hosts to update applications and the
kernel about the inter-node connectivity to permit appli-
cations to batch and transmit data appropriately. For
many applications, this functionality may be accom-
plished sufficiently by TCP’s AIMD algorithm and may
be omitted, providing transparent acceleration for a wide
range of applications. Yet other applications, such as a
client requesting data from many file servers, may benefit
from being able to tailor their requests and computation
to the state of the network. Understanding this design
space is one of the key challenges and opportunities ex-
posed by the proposed architecture.

5.2 Optical Management System Sketch

Our design goal is to implement traffic measurement and
control in-kernel to make the system transparent to ap-
plications and easy to deploy. Figure 4 shows the archi-
tecture of the optical path management system.

The server kernel scheduling module manages the
queues to ensure that data can be sent at high speed to
a remote rack when the optical link is available. It op-
erates by greatly enlarging the TCP socket buffers, al-
lowing applications to push hundreds or more megabytes
of data into the kernel. We buffer at the end hosts, not
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Figure 4: Optical Management System Architecture

the switches, so that the system scales well with increas-
ing node count; to take advantage of the relatively cheap
server DRAM; and to ensure fate sharing with the data
source. This design introduces the possibility of head-
of-line blocking, however, where large bulk flows wait-
ing for the optical paths may greatly increase the la-
tency observed by small control flows sharing the same
destination-rack buffer. To address this problem, the sys-
tem will use a mechanism similar to router virtual output
queues. The scheduler maintains one virtual queue for
the packets destined to each rack. When an optical path
is set up for a rack A, the scheduler can decide when to
release a batch of packets from rack A’s virtual queue to
the optical path. Different policies can be used to con-
trol the traffic transmitted to electrical paths and optical
paths. There are several interesting questions (Section 6)
about the ways traffic maps to these paths.

The user-space server management daemon reads traf-
fic statistics from the server’s scheduling module and re-
ports them to the central manager. The traffic statistics
report how much traffic is buffered to each destination
rack, permitting the optical configuration manager to per-
form an optimal configuration of the lightpaths.

6 Challenges
Our preliminary study suggests that using reconfigurable
optical paths has great potential to provide high band-
width for data-intensive applications in data centers.
However, this approach brings with it a number of chal-
lenging issues for the architecture itself, the network, and
for the applications, that must be addressed before it truly
becomes practical.

By allowing applications to push large amounts of
data into the in-kernel per-rack queues, this architecture
creates the possibility for severe latency increases and
head-of-line blocking. These large queues will eventu-
ally drain through the electrical network, so applications
will not be stopped, but data packets may be delayed
for hundreds of milliseconds or longer—a delay unac-
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ceptable for applications such as search or other user-
interactive applications. At a high level, we believe the
way to address this is through more-or-less conventional
QoS approaches, but which of these approaches is an
open question. Application/library-assisted tagging of
low-latency (or bulk) data provides a simple mechanism,
but requires source code changes; port number based in-
ference is also simple, but fragile; automatic prioritiza-
tion of low-volume flows seems more robust, but may
not always provide the right answer (and requires more
heavy-weight queueing mechanisms). While more study
is clearly needed, we suspect that good solutions can be
found for a wide variety of datacenter applications.

A second challenge is packet re-ordering and burst
losses during optical network reconfiguration, and differ-
ent flows experiencing different rates over time if some
form of QoS is enabled. While intuition suggests that
most applications do not depend on implicit arrival syn-
chronization across flows, the variety of assumptions
made by programmers in contravention of “common
sense” can be staggering—this issue deserves study be-
yond a glib handwaving-off. Whether or not it is worth-
while to use controller-to-host signalling to prevent this
reordering and loss is an interesting empirical question
for future work.

The third, and most important, question is whether ap-
plications benefit from the periodically available high ca-
pacity links, and how much application modification is
needed to allow them to. Two extreme cases illustrate the
challenges here—completely elastic point-to-point FTP-
like transfers will clearly run faster; completely inelas-
tic, scientific applications with frequent barrier synchro-
nizations will be unimproved. While we speculated in
the previous section about a buffering-based design that
would accommodate loosely-synchronized applications
with large data transfer requirements, such as MapRe-
duce applications, this issue begs an answer—and, even-
tually, a useful taxonomy of application communication
patterns to allow datacenter architects and application
programmers to understand what types of connectivity
are needed for their particular applications.

7 Conclusion
This paper argues that network researchers should cast
off their packet-centric yoke in search of designs that
provide cost-effective capacity for datacenter networks.
Our approach augments a traditional (limited bisection
bandwidth) hierarchical Ethernet with a periodically re-
configurable circuit switched optical network between
top-of-rack switches. The success of this approach de-
pends on the ability to rapidly compute a good set of
ToR switches to interconnect, which we show in Sec-
tion 4.1 is feasible. It depends on the existence of traffic
skew, already present in many workloads, or the ability

to induce traffic skew through extensive buffering, a de-
sign for which we sketch in Section 3. While substantial
challenges lie on the path to a full realization of this ar-
chitecture, we believe it shows remarkable promise and
applicability to a variety of datacenter applications.
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