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Abstract—This paper proposes a purely passive method for path level congestion information into detailed link lezeh-
inferring a congestion map of a network. The congestion map gestion location and severity information. At the intemuain
is computed using the congestion markings carried in exisig  |aye| our solution allows a local border router to extend its
traffic, and is continuously updated as traffic is received. ©nse- ti ith te inter-d . th i
guently, congestion changes can be tracked in a real-time $aion _conges '_On map wi aggrEQa € inter-domain path congeslio
with zero traffic overhead. Unlike active congestion reporing information. In our solution, at a border router, each resuté
methods, our novel passive method is more robust during pesids remote network is abstracted as a virtual link connecteti¢o t
of congestion because there are no congestion report meseag porder router. The congestion inference method for a irtua
that could be lost and existing congestion is never aggravedl. i js precisely the same method used in the local auton@mou

Our solution has several applications ranging from informing . . . .
IP fast re-route algorithms and traffic engineering schemeso system (AS). A congestion map is the union of all the link

assisting in inter-domain path selection. level and path level congestion information inferred at@tea
Our inference method is useful in inter-domain scenarios
|. INTRODUCTION where, due to administrative boundaries, routers in diffier

ASes cannot be actively queried for their congestion level.

Information about congestion is of great importance to la addition, even in the local AS, our method has several
network. Congestion indicates a severe degradation of tineportant advantages compared to methods that rely oneactiv
service level provided by the network and even a possibt@engestion reporting. First, our method does not aggravate
danger to the stability of the basic routing functionaliBl]. congestion episodes. In contrast, active congestion repes-
Several distributed router level algorithms can benefitrfro sages increase the severity of congestion episodes. Even mo
congestion information. For example, IP fast re-route alg@ith our solution, routers also have the flexibility to cheos
rithms are currently ignorant of congestion [18][17][22]. different sampling granularities locally without affengj the
is important that these algorithm be extended to propenhetwork traffic. In contrast, to obtain fine-grained reahi
take network congestion into account because their routingngestion information, an active reporting method musbre
decisions could cause congestion and also the efficiencytofincreasing the reporting frequency, further increasing
their decisions is impacted by existing congestion. Auteda traffic overhead and exacerbating existing congestions Thi
verification mechanisms that use multiple vantage points eakness of active congestion reporting is especiallyrdetr-
verify the correct functioning of routers [19][15][24] carse tal because precisely during congestion periods fine-gcain
congestion information to reason whether packet loss wesal-time congestion information is most useful. Second, o
caused by congestion or by errors in protocol implemematio method is more robust during congestion periods since there
Distributed traffic engineering algorithms [13] can use corare no report messages that could be lost because of conges-
gestion information to balance the load in the network. At thtion. Third, our method computes a fine-grained congestion
inter-domain level, congestion information can be levethg map that is continuously updated in real-time as traffic is
in the selection of suitable inter-domain routing paths. received, yet incurs zero traffic overhead.

Our novel proposition is that a congestion map of the We test the accuracy of our method against several im-
network can be locally obtained at any router by processipgrtant factors using numerical analysis and ns-2 sinmarati
the congestion information carried in the existing traffiatt The factors include sudden variations in the congestioallev
passes through that router. No extra traffic is added into thee type of AQM used and multiple consecutive congestion
network. Our solution combines path level congestion imf@+r points. We also analyze the effect of factors that can distor
tion with routing information. Today, both types of infortien  the sequences of packet markings. Despite the influencé of al
can be obtained from standardized protocols. First, théiap these factors our solution can infer congestion at a reniaite |
congestion notification (ECN) protocol alongside an actiwith good accuracy and at fine time scales.
gueue management (AQM) protocol enables existing traffic toThe rest of the paper is organized as followi.describes
carry aggregate, path level congestion severity inforomtiVe prerequisites and overviews the solutidjill discusses the
present a complete method for inferring path level congastiinference of aggregate path level congestigiv. details the
information by leveraging the congestion markings from ACKomputation of link level estimate§VI and §V evaluate the
and data packets. Subsequently, information from a liakest accuracy of our method VIl discusses our solution further,
intra-domain routing protocol can be used to break down thi¥lll presents related work anglX concludes.



1. OVERVIEW ACKs finishes but has to resume immediately. This situation
o o o arises when a data packet has both the CE and CWR bits set.
Prerequisites: Our solution infers congestion inside a local gyerview of the solution: Our solution allows a router to
AS and on the inter-domain paths that take traffic to and awgyca|ly infer the congestion severity at other routers aet- n
from the AS. For local inference our solution uses the traffigork paths. In this paper we use the MP as the representation

that originates in and is destined to the same AS. For int&ft congestion severity because the MP is common to several
domain inference the inter-domain traffic that has either thqowm algorithms.

source or destination in the local AS is used. To have theirgyr solution applies to any network topology on a per-

congestion level inferred by our solution, local routereae path basis. Routers first analyze the data and ACK markings
an AQM algorithm [12][5][9] and the ECN protocol [20] for yecejved on separate network paths. The analysis of dakepac
explicit congestion marking. The more AQM/ECN enablegarkings leverages the percentage of marked data packets an
routers are present in the network the more complete thgows congestion inference to be performed on the pathtake
inference is. The AS also needs to use a link state intigy the data packets from the source until the analyzing route
domain routing protocol (e.g. OSPF). At the inter-domaifthe analysis of ACK markings relies on the size of the groups
level, as long as the routers at strategic points most SUBEP of ynmarked ACKs and allows congestion inference on the
to congestion (e.g. traffic exchange points) are AQM/ECBtire forward path of flows. This path level analysis yields
enabled, our solution will provide benefit. aggregate PMPs. After computing PMPs, a router can leverage
Background: An AQM enabled router may mark datajink state routing information which is reliably dissemiad
packets instead of dropping them. Specifically, the AQM aknd is sufficient to allow each router to compute the hop level
gorithm [12][5][9] at a router computes a congestion measupath that a packet takes from a source to a destination. Using
for the router’s outgoing links. This measure can be as ®mmoth PMPs and the hop level path description, aggregate PMPs
as a function of the router queue size (e.g. RED [12]) or f@r increasingly shorter paths can be derived. Thus, LMPs ca
more complex expression based on incoming traffic rate ago be computed with this approach. The set of all PMPs and
available bandwidth (e.g. REM [5]). The router can then maikyips inferred by a router forms a congestion map.
each outgoing data packet probabilistically, as a functbn  |nter-domain congestion inference: Aggregate congestion
the congestion measure of the link they are sent on. information for inter-domain paths can be computed with the
ECN [20] is the protocol that enables congestion markingame mechanism that applies to the problem of congestion
It makes use of four packet header bits: ECN-Echo (ECEference for the local AS. Since one AS typically has no
and Congestion Window Reduced (CWR) in the TCP headepology information about other ASes, we abstract the path
and ECT (ECN-Capable Transport) and CE (Congestion Eitom a local border to an external destination as one virtual
perienced) in the IP header. ECN capable data packets hank connected to the border router. Local border routertsiob
the ECT bit set. Congested routers can mark such packetsdggregate congestion information for these virtual links.
setting the CE bit. When receiving a data packet with the Ghis inter-domain scenario, data packet congestion mgskin
bit set, a TCP destination sets the ECE bit in the subsequeshvey congestion information about ingress routes. ACH pa
ACK and continues to do so for all following ACKs until it congestion markings give the local border routers congesti
receives a data packet with the CWR bit set. The CWR hitformation about egress routes. The obtained congestion i
is set by a TCP source to signal a decrease in the congesfi@imation can be leveraged when selecting good inter-domai
window. This can happen as a result of receiving an ACK withaths and when advertising paths to neighbors. One adwantag
the ECE bit set or for other reasons. The ECN markings @1 our solution is that as re-routing occurs outside the lloca
the two halves of a TCP connection are independent. AS on an inter-domain path, our solution always tracks the
Definitions and notations: We use the term data or forwardcongestion on the currently used path. Given the large numbe
path to refer to the path taken by data packets and ACK pathdestination reachable in the inter-domain, an operatay m
to refer to the path taken by ACK packets. We call a packefish to restrict the number of destinations for which the
with the ECE bit set anarked ACKpacket and a packet with inference is performed or can perform inference on demand.
the CE bit set a marked data packet. Unmarked packets Ear the rest of the paper we consider that an AS network
not have those bits set. As explained, a TCP receiver can magology includes these virtual links. As a result of apptyi
multiple ACKSs as a result of receiving one marked data packeur solution to this topology both the detailed congestiapm
Consequently, the sequence and percentage of the markiafyshe local AS as well as the aggregate inter-domain path
in the data packets can be modified when the TCP receiwsmngestion information will be obtained.
echoes the markings to the ACKs. We refer to this process
as thealteration caused by the TCP receiver. For brevity we!ll | NFERRINGPATH LEVEL CONGESTIONINFORMATION
useMP to denote marking probability andvP and PMP to In this section, we describe the initial building block for
denote link level and path level marking probabilities. Adgp obtaining a congestion map of the network: the inference of
of unmarked ACKs is a maximal sequence of consecuti®MPs from packet markings. PMPs can be obtained from
unmarked ACKs. A group of unmarked ACKs of size zereither data or ACK markings. However, the analysis of these
is considered to appear whenever the echoing of markingstivo types of markings presents different challenges. Is thi
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paper we solve the more difficult problem of ACK based . ‘
inference. ACK based congestion inference is vital becituse s Obtaing Obtain real marking
conveys information about downstream router paths, exactl probabillyy p
the paths that carry forwarded traffic. Fig. 2. The computation of a sample

A. Estimation and Sampling Intervals

~ Our inference solution uses two parameters: a samplifference using ACK packets. The key insight is that groups
interval (Sl) and an estimation interval (El). For each Shf unmarked packets can be leveraged instead of individual
a singlesampleis obtained from all the markings receivedyacket markings. Using the groups allows meaningful sasnple
during the Sl. Choosing a very low Sl value may result iy he computed despite dealing with the altered versionsef t
too few packet markings to compute a meaningful samplgitial congestion markings.
On the other hand, a large Sl value biases the sample towardgigyre 2 depicts our congestion inference solution. Rauter
the periods where bursts of packets are received. One caggshitor a limited number of TCP flows for each network path.
for these bursts is the burstiness inherent in the use of TGR.the figure, as a simple illustration, 4 out of many flows
We found that an SI on the order of the RTT of the networkre monitored. During each SI, the length of each group of
performs well because it works at the scale of TCP's bursfing;nmarked ACKs in each monitored TCP flow is measured.
while at the same time providing enough packets for thehen, an average group length is computed across all the
inference. _ o monitored flows. Leq be this average sizg, be the marking
The EI represents the granularity at which inference [frobability andn the possible size of groups of unmarked

performed. The inferred LMPs and PMPs represent congestigtk s ranging from 0 toso. The relation betweeq andp is:
at the scale of an El. Figure 1 depicts the relationship betwe

the El and the SI. An El is a multiple of an SI. For each El, an _ i nx(1—p)"sp— 1-p (1)
estimateof the congestion severity is computed by averaging 4 ‘ pyxp

all the samples obtained during the EIl. The trade-off presen ) ) " _

in choosing an EI value will become clear after we descrifdfter g is obtained from counting the groups of unmarked

our solution. ACKs, the sample can be derived using equation (1).
Monitoring flows: Flows constantly begin and finish, there-
B. Data Packet Based Inference fore the set of monitored flows needs to be periodically

The data packet markings are exactly the markings set fgfreshed. In this paper, we refresh the set of monitoredsflow
routers. They are never altered until the data packets rémch at the beginning of every new EI by randomly selecting a new
destination. To compute a sample for a path using data packet of flows. If desired, other refresh intervals can alsodesiu
markings a router counts the total number of data packets dref simplicity, in this paper, for every new EI we remove the
the total number of marked data packets it receives acrbssiaformation computed for the previous EI. A simple extensio
flows traversing the path. Using these two counters, the ratP our solution can allow information to be shared across Els
of marked data packets is obtained. This ratio serves as fRgflows that are chosen for monitoring in consecutive Els.

sample for an Sl. At the beginning of each El, the first few samples are not
computed. Those first few Sls serve only to begin selecting
C. ACK Packet Based Inference a number of flows to monitor. In our evaluation we find that

The ACK markings are the result of the echoing performegklecting flows during the first 2 Sls is sufficient for good
by the TCP receiver. The challenge is to infer accurate coaecuracy. The samples from the subsequent Sls are avermaged t
gestion estimates despite the alteration caused by thengchoobtain the estimate. During these subsequent Sis flows itlan st
At first glance, computing a sample using ACK markingbe chosen for monitoring until a desired maximum threshold
could also leverage the percentage of marked ACKs. sreached. These flows are used for inference starting with
closer inspection, such a solution is unfortunately inadeg the Sl following the SI where they were first encountered.
because the alteration of the markings can cause a sigrificarincomplete groups: Groups of unmarked ACKs can span
overestimation of the MP. In [10] we use a theoretical modetultiple Sls. During one El, these groups are counted in the
that quantifies the effect of the alteration. We find that th®l where they end. Even so, incomplete groups of unmarked
overestimation can be severe. For a TCP window of 8 packéf€Ks may be encountered at the start or end of an El. Such
and a real MP of 0.15 the inferred MP overestimates by gaoups begin or end in a different El. Since we treat each Sl
factor of 4 [10]. In this section, we present our solution foseparately, the correct size of the incomplete groups d¢anno
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be correctly measured and this can skew the results. Thus, <) =% =Y £ <1E
incomplete groups are not considered for inference. It khou TRy 2 N “ i

now become clear why choosing very small El values may % % s.gm
impact accuracy. If for exampldZl = SI, an important ! ' !

percentage of groups will be incomplete and cannot be used by
the inference. On the other hand, if the El contains multiple
Sls, fewer incomplete groups will appear since many larger
groups will end and will be used for the inference. IV. INFERRINGLINK LEVEL CONGESTIONINFORMATION

Identifying groups of size zero:Our solution can leverage \we next describe the building blocks for computing link
groups of unmarked ACKs of size zero. Recall that suqBye| estimates. Recall that a router’s congestion mapés th
groups are considered to appear when the CWR data packgf of all inferred MPs. To support our explanations, we use
that signals the TCP receiver to stop setting the ECE hf{e sample network in Figure 3 where routing is shortestrpat
is also marked. To correctly identify groups of size zero gpjess otherwise stated, the route throuih is not used.
router remembers the sequence numbers of the last byte of\{je uses;; to denote the path from route; to R;. P; is

CWR packets it observes in the each of the monitored flowge estimated MP ove$,;. If R; and R; are neighbors then
The ACK corresponding to a CWR packet can be identifieﬁij = L;; , whereL;; is ihe LMP.

by its sequence number which is the first value larger than
the remembered value. If both the ACK corresponding to/ Building Blocks
CWR packet and the previous ACK are marked, this signalsThe first building block is the set of PMPs that a router
the presence of a group of unmarked ACKs of size zercan infer. These PMPs can then be further broken down using
To ensure that every ACK packet can be checked againstthie second building block, a set of equations that directly
corresponding data packet, for each flow and El, the sequemesult from leveraging link state routing information. Wext
number of the first detected data packet is stored and only ittearacterize the set of PMPs that a router can infer whemusin
ACKs with a greater sequence number are considered.  our congestion inference solution.
Benefit of groups of size zeroThe use of the groups of Scenario 1 - Only data marking# router R; that observes
size zero benefits the accuracy of our solution. As descyibenhly the data packets from the traffic sent by some sodce
to use such groups, routers must be both on the forward atgh infer P,;. In other words,R; can infer the MP on all
on the ACK path of a flow. However, it is important to notgpaths that carry data traffic to it. In Figure 3, iy and R;
that our solution still works without the groups of size zelfo send traffic toR,, then, Ry can infer Py, and Py = Lqs.
the groups of size zero are not used, a small change is relquireScenario 2 - Only ACK markings - Groups of size zero not
to (1). In that case, the MP can be computed as the inverseuséd: In this case, when groups of size zero are not used, a
the average group size of groups of positive size. The enti@uter R; that observes only the ACKs from the traffic between
derivation is available in [10]. a receiverk,; and a source?,; can infer Pyy as inglll-C. In
The increase in accuracy when using groups of size zesther words,?; can infer the MP over the entire forward path
comes from the fact that in environments with high levelsom R, to R,. In Figure 3, consider thak, sends traffic to
of congestion the number of groups of unmarked ACKR, using R; as a next hop but the reverse ACK traffic goes
of size greater than zero alone may not provide statistiadhlrough 5. In this case, from ACK analysidys infers Py,.
significance. The reason is that the ratio of groups of sizeScenario 3 - ACK and data markings - Groups of size zero
zero is proportional to a path’s MP and therefore becomean be usedA router R; that observes both the ACK and
significant when the MP is large. Using groups of size zeuata packets sent between some sertleand some receiver
does not, however, strictly require routing to be symmetri®?; can infer bothP;; and Ps,. Ps; can be computed as in
If the first-hop and last-hop router for a flow are unique, aScenario 1.P;; can be computed as described in Scenario 2.
is usually the case, those routers will always be able to takeour example, suppose there is traffic frdtg to R4 and it
advantage of the groups of size zero, irrespective of theegegis taking the route througk,. R, can inferPy; by analyzing
of asymmetry of the entire end-to-end path. data packet markings ankh, by analyzing ACK markings.
Storage overhead:The state that routers need to store for All scenarios described above regularly appear in practice
our inference solution is small and comprised only of simpleet Fwd,; and Revsy be the set of routers on the forward
counters. For each flow, a counter keeps track of the size gith and on the ACK path for traffic generated By for R,.
the current group of unmarked ACKs. Over all flows, on R; € Fwd,q () Revsq then Scenario 3 applies. If routing is
counter holds the total size of all group of unmarked ACKasymmetric, then, a router can possibly find itself on either
and a third counter keeps track of the number of group®rward path or an ACK path for which it is neither source
Additionally, if groups of size zero are used, for each fldve t nor destination. IfR; € Fwdsq \ Revsq Scenario 1 applies. If
sequence number of the last byte in the CWR packets nedtise Rev,q \ Fwdsq Scenario 2 applies.
to be stored. In the common case, only one CWR packet peiThe second building blockis the method used for breaking
RTT is expected for a given flow and it can be discarded aftdown the inferred aggregate PMPs. Link-state routing infor
it is matched to the corresponding ACK. mation plays a vital role as it allows routers to compute thie s

Fig. 3. A sample network with link weights
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of links comprising paths with known PMPs. With this, PMPs
can be further broken down into PMPs for shorter portions
of the initial path. We can formally represent these ideas as
follows. TCP: Ri to Ri+2 5ms

A router R; can compute the path level estima®g, if it 500Mbps
knows P,; and P, (¢t = ¢ usually, but not necessarily), and
Sy; is a strict subset 06y

Fig. 4. A particular network path inside a network

Py, — Py @
1- Py 75% of the router buffer size. As it is common today [4],
A similar equation can be derived ;, and Py, are known the buffer size is the product of the link capacity and averag
J
instead. To exemplify the use of the equations, considré?_i_wof;!( _RTJ\} th > TCP R d UDP ¢
Scenario 3, wheré’;; and P,; are inferred. Using equation raftic. € use the ns-= €no an Sources 1o
(2) a router can computB,,. For example, fromPy; and P generate traffic. Packet size is 500 bytes. The TCP flows used
PUa. p'e, o1 %4 are FTP flows that once started last for the entire duration

a router can derivé®;4. In other words, in Scenario &; can . . .
. ’ . . . f the simulation. However, ir§V-B4 we also evaluate the
now infer the MP on both the paths carrying traffic to it an(ﬁmuence of small flows. There is TCP traffic from nodg

Py + (1 - Ptj)ij =Py — P, =

away from it. ¢ h of the oth des:
We use the model described above to approximate the efiep£ach of tne other hodes.
of congestion marking in reality. In practice, the probsiic No_~; = Nr. Flows from Ry to Ri = N i  (3)

marking and the inference errors could cauie > Py;. In

those cases 0 should be used as the numerator in equationNi2js tunable and by default is 250v,_~; increases with
The following evaluation section appraises the accuraguof the distance fromz,. We made this choice to minimize the
model in practice. bias that TCP has against flows with larger RTTs. Background
traffic is simulated by 100 TCP flows started from any node
R; to nodeR; ;5. We also wish to understand the effect of
A. Methodology congestion variation on the inference. We use UDP sources

We conduct ns-2 simulations for evaluation because the&y induce variation in the congestion level. Compared to
provide us with fine granularity, router level congestion inTCP sources, UDP sources offer more flexibility in creating
formation to compare against. We next describe our defaglingestion level variations because they do not adapt to
experimental setup. Exceptions are discussed with theecorthe network conditions. We devised a custom UDP source
sponding experiments. The groups of size zero are used inthkt changes its sending rate by a percentage of the link
experiments. bandwidth every second while continuously cycling betw@en

Our solution considers each network path in isolation,rmfeand 500Mpbs. The default value is 2% (10Mpbs). Such sources
path level congestion estimates and then breaks these dew started between every consecutive pair of routers. thate
into link level estimates. In this section, we look at selerghe use of UDP sources reduces the number of TCP markings
scenarios that can appear on a network path. We then obtaimilable for inference. In reality, some networks may see a
link level estimates and use them to quantify the accuracy sifjnificantly smaller percentage of UDP traffic. In thoseesas
our approach. Figure 4 describes our default 10 hop netwatle accuracy of our solutions can improve. All the TCP and
path. Link bandwidth is limited to 500Mbps in order to keepJDP flows described are set up on the forward path. The ten
the simulation times tractable. However, we also discuss tlinks comprising our network path show average MPs for each
effects of changes in bandwidth. The propagation delay @& ranging from a high of roughly 0.3 forH,, R;) to 0.12
each link in our network is 5ms. All the inferences presentedr (Rg, Ry). The link (Ry, R10) marks packets with roughly
are from the point of view of nod&. 0.05 probability.

AQM configuration: The function used by AQM algo- Parameter values: Unless otherwise stated an S| of 0.5s
rithms to map congestion measures to MPs influences tf@ughly our network’s average RTT) and an El of 3s are
inference accuracy. We evaluate the effect on inference @ed. Each simulation runs for 500s. The results include the
both the linear functions (PI [9], RED [12]) and exponentighitial phase in which flows are started are congestion snlyde
functions (REM [5]) presentin ns-2 AQMs. By default, we useamps up.R, monitors at most 1000 flows per El for ead.

a linear marking function. We use RED to represent this grommte that this is the maximum allowed; some Els will observe
of functions since it is standardized and widely implementgess flows. As described i§ill-C the first 2 Sis are not used
[8][16]. For RED we disable the waiting between marketbr inference but rather for selecting an initial set of flotes
packets (the ns-2 waitparameter) in order to be compliantmonitor.

with the RFC. We set the MP to linearly increase to 1 (opax  Metric: To quantify the inference accuracy we use the 50th

in ns-2) as the average queue size grows to_rraesh. The and the 90th percentiles of the following metric:
gueue measuring function and the marking probability are

defined per-byte. The mithresh is 25% and mathresh is Accuracy Metric = |Inferred MP — Real MP| (4)

V. SIMULATION
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Fig. 5. Error vs ratio of El and SI Fig. 6. High bandwidth environments

Let EI, and EI; be the start and finish time of an EI usedumber of congested links. This is because each congested
by R, for inferring the LMP on some link R;, R;) using link introduces small variations in the aggregate MP as flows
ACK markings. The estimate cannot be directly compared €&nnot all be marked with precisely the same probability.
the real MP on the link from timeZI, to EI; because of the Uncongested links do not introduce such variations sineg th
delay from(R;, R;) to R,. Therefore, we consideE], and marking rate is 0. Nevertheless, even in such a network where
EI. be the times during some El at whidR, receives the €very link is congested, for an El of 3s (ratio 6) the 90th
first and last ACKs corresponding to data packets forward@grcentile of the error for the 5th hop is within 0.05. If an
by R,. EI, < EI, < EI, < EI;. Also lett, andt. be the El of 15s is used, the error for all hops is within 0.05. More
times at which those data packets were forwardedibyThe importantly, even for very small El values (1s), only the os
real MP on(R;, R;) against which we compare is the timedistant hops (9th hop in this experiment) have an inference
weighted average over all MPs &; over the interval that error of more than 0.1. _ _
starts att, — (EI, — EI,) and ends at, + (EI; — EL). If 2) Performance in high bandwidth environments: We
no packets are received frof,; during an El the real MP is next analyze the sensitivity of the inference to an increase
computed from timeET, to EI;. in bandwidth. We start with a link bandwidth of 100Mbps
We perform numerical comparisons between the inferrédld go up to 1Gbps. Intuitively, an increase in bandwidth
and real MPs. While in practice a discrete representation Rfovides more groups for the inference. Results are shown in
congestion (e.g. low, medium) should suffice for most applfFigure 6. As bandwidth increases there are far more packets
cations, performing direct numerical comparisons allowtais €xchanged betweek, and the other routers and therefore
better present the strengths and limitations of our approac more groups of unmarked packets. Since the inference poces
A reference solution: To assess any potential impact thapenefits from more data points the accuracy increases with
altered markings have on the inference accuracy, we comp#te bandwidth. Note that the improvement diminishes when
against a reference solution that does not suffer fromatiwn. Pandwidth is scaled up to 1Gbps because the inference proces
This solution uses an alternative echoing scheme in whith already provided with many data points. Note also the
TCP receivers mark an ACK if and only if the correspondiniiicreased variability in the inference for the last hop whis
data packet was marked. This basically reduces the probléatsed by the relatively smaller number of packets and group
of ACK packet inference to that of data packet inference 3) Sensitivity to sudden changes:The default behavior
where the sample can be calculated based on the ratioOfRED is to smooth out variations in the congestion severity
marked packets_ Therefore, even though in this paper sto(ﬁnd therefore the MP. To test our solution in scenarios where
on ACK packet inference, the accuracy of inference usidbe MP varies Suddenly and Substantia”y we instruct the UDP
data packets can still be discerned from the accuracy of theurces to change their sending rate by 50Mbps (10% of link

reference solution. bandwidth) every second while cycling between 250Mbps and
) 750Mbps (50%, 150% of link bandwidth). Every 10s we also
B. Experimental Results stop the UDP sources for a random duration between 0s and

1) Sensitivity to the length of the El: We analyze the 10s. Every 10s we start 3000 TCP flows between a random
effect that the EI length has on inference accuracy. Thdtgespair of nodes in the network. Each of these 3000 flows finishes
are shown in Figure 5 for an S| of 0.5s. The x-axis is iafter sending for a random time between Os and 10s. The
logarithmic scale. Our solution’s accuracy is comparable tesulting MP variation at the El scale for the second hop is
that of the reference solution. We observe that the infexengresented in Figure 7. The other hops present a comparable
for small EI/SI ratios is more error-prone than for largepattern of variation. Packet drops are often encountereii$n
ratios. For small ratios fewer packets and groups are @iailaexperiment.
for inference. The inference error also increases with theThe results are presented in Figure 8. Even with these
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percentile of the error is still under 0.05 for the first seven

hops. The inference for the 1st hop is affected by the smale remove all traffic unless started frof,. We perform
number of flows started t®;. As a result, very few flows are several runs with each run varying the MP oRy(R;) by
monitored fromR;. As the El is increased to 10s the accuracytarting a variable number of flows from, to R; and by
improves to the point where the 90th percentile of the esor yarying the rate at which UDP sources send traffic from
under 0.1 for most hops. 50Mbps to 200Mbps in 25Mbps increments. In Figure 10 we

4) Sensitivity to flow size: In practice, a significant numberpresent the inference errors for the uncongested links for a
of flows are small flows. To simulate such scenarios wepresentative run. The overestimates are very small.dfseo
consider a percentage of the total number of flows to be smatingestion estimates (e.g low, high) are used, the sevefity
flows. We use 10%, 50% and 90% as the values. We thge congestion will be correctly inferred in most cases.
limit the number of packets counted from these flows. If the 6) Sensitivity to different AQM algorithms: Alongside
limit is 2, then only the first two counted packets of a flowRED, we also evaluate REM and PI. The default ns-2 parame-
are considered for inference; exactly as if the flow had ontgrs are used for REM and PI. The inference accuracy depends
two packets. The results are presented in Figure 9 for the 4 the function that the AQM algorithm uses for mapping
and 7th hop. Other hops show similar trends. congestion measures to MPs. For REM this is an exponential

If 90% of the monitored flows are small flows, the effect ofunction. It creates abrupt variations in the MP for small
the accuracy become visible. However, even when 50% of tbkanges in the congestion measure. RED and PI use a linear
flows are small the inference result is good. This is becaufsction. The results for our proposed solution are shown in
over all flows there are still enough groups for inferenc&able I. The inference for the reference solution yieldsyver
We also evaluated the reference solution. As expected, #imilar results. Pl exhibits good performance, similar 80R
reference solution is less affected by the size of the flolREM, however, does not perform well. REM’s exponential
because it uses packets instead of groups of packets. Thisrking function is far more likely to suffer from an effect
experiment shows that accurate results can be obtained ewencall limited visibility, than the linear marking functis of
when a significant number of flows are small flows. RED and PI. For REM, in our experiment, the limited visilyilit

5) Robustness against false positivesA specific case is a factor as soon as the second hop. Limited visibility is
of measurement inaccuracy is inferring an uncongested lidkscussed irgVI.
as congested. This overestimation can occur because of th&) Additional experiments: Additional experiments are
probabilistic nature of our algorithm that can yield minut@available in our technical report [10]. In one experiment we
differences in the MP of flows on the same path. In thishow that the variation in the delay from the inferring route
experiment we congest only the first network link and analyze end-hosts has little effect on the inference accurachin t
the overestimation on the other links. To congest ofly,(R;) common case when the delay variation is smaller than the El



Hop | RED | RED | PI Pl | REM | REM 05y
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0.002 | 0.006 | 0.026 | 0.035 | 0.001 | 0.014
0.009 | 0.023 | 0.028 | 0.068 | 0.999 | 0.999
0.014 | 0.034 | 0.035 | 0.103 | 0.999 | 0.999
0.030 | 0.068 | 0.047 | 0.132 | 0.999 | 0.999
0.055 | 0.086 | 0.079 | 0.175 | 0.999 | 0.999

~| 01 W| =

=
(@)

TABLE |
ABSOLUTE ERROR FOR DIFFERENAQMS

Drop Probability Marking Probability

Fig. 12. Numerical analysis - additional inaccuracy causgdropped ACKs

1 ideal case, the distribution and sizes of the sequences of
L e unmarked ACKs that a router observes should be consistent
R P ol A with the aggregate MP on the corresponding forward path.

Dropped ACK and data packets could affect these conditions.
Drops may also limit the number of packets available to the

inference algorithms.
length. In [10] we also tested the accuracy of our solution Propped data packets can appear when congested non

when groups of size zero are not used. We observed that 5N routers coexist with AQM/ECN enabled routers. Dropped
a scenario with a bottleneck link with an MP under 0.5, thdata packets have negligible effect on the accuracy of our
loss in accuracy is minimal. The accuracy decreases if the NplUtion as long as enough groups are left for inference. The

continues to increase because the proportion of groupgef €ason is that the probabilistic drops will not change the MP
zero becomes predominant. Therefore, the sequences of unmarked ACKs will still be

consistent with the MP. See [10] for a more detailed discussi
VI. NUMERICAL ANALYSIS and an experimental validation.

Next, we perform a numerical analysis to understand the Dropped ACK packets: Pure ACKs are not ECN capable
effect of two factors that can affect our inference solutioAnd can be dropped during congestion. Since our solutios use
by distorting the sequences of congestion markings in ACKe sequences of ACKs for computation, pure ACK losses can
packets: the TCP delayed ACK algorithm and packet loggipact the inference accuracy. In this experiment we aralyz
Moreover, we also analyze the limited visibility effect andhe degree of inaccuracy that ACK lossldsto a perfect
using real topologies, we quantify the extent of the coverag‘lfel’ence. To this end, we use a numerical model where a

Inferred marking probability
o
@

Fig. 11. Numerical analysis on effect of delayed ACK

of a router’'s congestion map. large number of markings are created with some probalglity
and dropped with a probability for flows with a window size
A. Effects of Delayed ACK of w. This model allows us to discuss results for all values of

The delayed ACK algorithm [7] allows a TCP receiver tal, p andw whereas in a realistic simulation such parameters
acknowledge up to two data packets at once. In this casannot be precisely controlled.
the congestion marking echoed in the delayed ACK packetThe worst case is for large values. This case is pictured
becomes the logical disjunction of the markings in the twiadain Figure 12 for aw of 50 packets. The inaccuracy appears
packets acknowledged [20]. This process alters the nunmioker decause the reduction in the number of unmarked ACKs due
sizes of the sequences of unmarked ACKs compared to a T@Pthe drops is not coupled with a comparable reduction in
that does not use delayed ACK. For our numerical analysis wee number of groups and this skews the average group size
consider a large number of data packet markings set with sog#culation. Ifw decreases, the error also decreases because
MP. An ACK marking is created for every two data packetthere is a greater chance of dropping all the markings betwee
according to the delayed ACK algorithm. Figure 11 showgroups of unmarked packets. This will cause groups to unite
the results. We compare against a perfect inference to poivttich leads to fewer groups and therefore smaller errors
out theadditional inaccuracy caused by using delayed ACKcompared to a largew. Note thatd must be in excess of
Even though the delayed ACKs cause an overestimation in & for the inference error to top 0.1. For comparison, ior
inference, the severity of the inferred MPs is comparable tf 4 packetsd must be in excess of 0.65 for the error to top
that of a perfect inference. 0.1. Such high drop probabilities are never desired as they

B. Sensitivity to Dropped Packets significantly degrade end-user performance.

With AQM/ECN networks packet loss should be rare bé=- Path Level Visibility
cause packet markings function as early congestion wasning A very high aggregate MP on a path can make the in-
for TCP. Nevertheless, we next analyze the effect of droppéatence of downstream links more challenging. To provide
data and ACK packets on the ACK based inference. In theore insight into this effect, which we terfimited visibility,
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. i As it can be seen from the results above, an inferred
R congestion map may not always contain all LMPs. One case
Fig. 13. The effect of limited visibility is when markings from a link never reach an inferring router.

For the example in Figure 3, the link?g, R4) never carries
packets from flows that readRy, since it is not on the shortest
we perform a numerical analysis. We use a simple netwop@th from Ry to any router. ThereforeR, will not be able
consisting of three links, from routeR, to Rs. We consider to infer P34 = L3,. Maps may also not contain all LMPs
that flows are started fronft, to all other routers, fromk, When the traffic pattern is not all-to-all. In these casese&som
to R, and from R, to R3. We fix the LMP on R, R3) at PMPs cannot be completely broken down into LMPs. This
0.36 (any value is equally good this illustration) and varg t can happen, when one of the routers on a path is not the first
LMP on (R, R»). The purpose of the analysis is to see theop for traffic that reaches the inferring router. In Figure 3
degradation in the inference for the linlR{, Rs) when the suppose that the only traffic is frofl, to R5 and from Ry to
LMP on (R, R,) increases to 1. R4 using R as the first hop. WhileRs, R4) does carry traffic
The results are shown in Figure 13. The effect of limitetp and from Ry, Ry will not be able to infer the LMPFs4
visibility can be seen at high MPs. As the MP increaseBecauser, does not receive ACKs frons. Neverthelessizy
and fewer and fewer packets leave roufer unmarked, it can infer the PMPPs4. PMPs also provide useful information
is increasingly more difficult to encode the LMP oR4 Rs). to applications.
In the extreme case (LMP of 1 oR(, R,)) there are no more  We do not expect the use of Equal-Cost Multipath (ECMP)
unmarked packets to carry useful information abadii,(R;) to limit the coverage of the maps as long as the rule used
so R, considers the MP forR,, R3) to be 0. The resulting by a router to choose between the equal cost paths can be
error is 0.36, exactly the value of the LMP o4, R3). A discerned by other routers. One such algorithm called hash-
threshold at which the limited visibility commences depgndhreshold has been proposed [14]. It hashes the packetheade
on multiple factors including number of packets receivén, t fields that identify a flow using a well known hash function
aggregate MP on the paths and the variation of MP on tk@g. a CRC code).
measured path. However, a significant level of congestion is
necessary. In our simple experiment, the inference acgusac

impacted only when more than 95% of the packets are marked!ncremental deployment: Universal deployment of AQM
and ECN is not necessary for our approach to be effective. Our

D. Extent of Congestion Map Coverage solution can be incrementally deployed. It can be deployed o

If all-to-all traffic exists between the routers, the coygra specific AQM/ECN enabled paths in the network. Moreover,
of the congestion maps is high. Such a traffic pattern ensuiesan be deployed around non AQM/ECN enabled routers.
that routerR;’s congestion map contains estimates for all th&he only condition is that the position of the non AQM/ECN
links that carry data traffic to and away froi;. In this enabled routers be known by all other routers in the network.
type of traffic pattern,R; is a first hop for flows and can Their presence can be factored out by the algorithm because
therefore analyze both their data and ACK packets. Thezefotheir marking rate is effectively zero.
as described in Scenario 3 frofiV-A, R; can compute an  Deployment in heterogeneous environmentstsing the
estimate for the paths to and from all other routers in tHdP as a congestion measure makes our solution applicable to a
network. Equation (2) can then be used to calculate the LMRBgoad range of environments. One example are heterogeneous
The all-to-all traffic pattern is very common today. A largeenvironments with multiple AQMs types or configurations.
number of networks deploy routers to aggregate traffic fronvVe do not require routers to use the same AQM algorithm
entire cities, and there is usually traffic flowing betweery amor the same parameters for the AQM algorithm. All that is
two cities. needed is that congestion marking is used alongside an AQM

To understand what percentage of the LMPs can be inferreldorithm that marks packets probabilistically as a fumctf
in practice under an all-to-all traffic pattern, we analybe sa congestion measure.
real network topologies: Internet2, TEIN2 (Trans-Eursia Robustness under re-routing:After a re-routing decision,
iLight (Indiana), GEANT (Europe), SUNET (Sweden) and link state routing protocol reliably disseminates newk lin
NLR (National LambdaRail) assuming shortest-path routingtate information into the network. When routers that use ou
We find that on average, the congestion map of a routsoslution obtain the new link state information they resétread
from NLR, Internet2 and GEANT contains around 60% ofounters for the paths affected by the change and immegliatel
LMPs. Under the assumed routing configuration the remainistart computing congestion estimates for the new pathgyusin
LMPs are less important because the corresponding routdre markings from the re-routed flows. This ensures there is
cannot carry traffic to the inferring routers. When thosédin only a minimal interruption in the inference process.

VIl. DISCUSSION



VIIl. RELATED WORK and can also be used in heterogeneous environments. We

The Re-ECN protocol [6] is a method for holding flowsshowed that the inference accuracy is good using numerical
accountable for the congestion they create. It requiresra n@nalysis and simulations on environments with multiple-con
standard use of header bits for TCP receivers to convey p&@stion points and sudden changes in the congestion pattern
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