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Abstract—E-FRP is a declarative language for programming resource-bounded, event-driven systems. Its original high-level semantics requires that each event handler execute atomically. This facilitates reasoning about E-FRP programs, and therefore is a desirable feature of the language. However, the original compilation strategy requires that each handler complete execution before another event can occur. This implementation treats all events equally; it forces the upper bound on the time needed to respond to any event to be the same. While acceptable for many applications, often some events are more urgent than others. We show we can improve the compilation strategy without altering the high-level semantics. Thus, the programmer has more control over responsiveness without losing the ability to reason about programs at a high level. The programmer controls responsiveness by declaring priorities for events, and the compilation strategy produces code that uses preemption to enforce these priorities. The compilation strategy enjoys the same properties as the original, with the change being that the programmer reasons modulo permutations on the order of event arrivals.
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1 INTRODUCTION

Reactive systems are ones that continually respond to an environment. Functional Reactive Programming (FRP) [15], [30] is a declarative programming paradigm based on time-varying reactive values (behaviors) and timed discrete events. An FRP program is a set of mutually recursive behaviors and event definitions. FRP has been used successfully for programming a variety of reactive systems in the domain of interactive computer animation [7], computer vision [23], robotics [21], and control systems.

Real-time systems are reactive software systems that are required to respond to an environment in a bounded amount of time [29]. In addition, essentially all real-time systems need to execute using a fixed amount of memory because physical resources on their host platforms are constrained. FRP is implemented as an embedded language in Haskell [22]. A language embedded in a general-purpose language such as Haskell cannot provide real-time guarantees, and to address this problem, focus turned to a real-time subset in which one global clock is used to synchronously update the whole program state [31]. The global clock was then generalized to arbitrary events in a stand-alone language called E-FRP [32]. Any E-FRP program guarantees (1) response to every event by the execution of its handler, (2) complete execution of each handler, and (3) execution in bounded space and time. E-FRP has been used for programming event-driven reactive systems such as interrupt-driven micro-controllers, which are otherwise typically programmed in C or assembly language. The E-FRP compiler generates resource-bounded C code that is a group of event handlers in which each handler is responsible for one event source.

1.1 Problem

The original high-level semantics of E-FRP requires that each event handler execute atomically. This requirement facilitates reasoning about E-FRP programs, and therefore it is a desirable feature of the language. But the original compilation strategy requires that each handler complete execution before another event can occur. This implementation choice treats all events equally in that it forces the upper bound on the time needed to respond to any event to be the same. While this is acceptable for many applications, it is often the case that some events are more urgent than others.

1.2 Contributions

In this paper, we show that we can improve the compilation strategy for E-FRP while preserving the original high-level semantics. This new compilation strategy, which we call P-FRP, gives the programmer more control over responsiveness without compromising any of the high-level reasoning principles. The programmer controls responsiveness by declaring priorities for events (Section 2). To model prioritized interrupts in the target platform, we refine the original big-step semantics used for the target language (called SimpleC) into a small-step semantics, and then we augment it with explicit notions of interrupt and context switch (Section 3). We develop a compilation strategy that produces code that uses preemption to enforce these priorities (Section 4). Preemption is implemented using a roll-back strategy that is comparable to a simple form of software transaction [27], [12], [24]. We show that the compilation strategy enjoys the same properties as the original strategy, with the change being that the programmer reasons modulo...
permutations on the order of event arrivals (Section 5). In other words, prioritization does not alter the semantics except for altering the order in which events appear to arrive. Finally, we formalize the sense in which the programmer has more control over responsiveness by giving analytic expressions for upper bounds under reasonable conditions for handlers with and without priorities, and we validate these bounds experimentally (Section 6).

The original E-FRP semantics and compilation function is provided in Appendix A. Formal proofs of our theorems are given in Appendix A.3.

2 P-FRP Syntax and Semantics

We use the following notational conventions in the rest of the paper:

Notation
- \(\langle f_j \rangle_{j \in \{1 \ldots n\}}\) denotes the sequence \(\langle f_1, f_2, \ldots, f_n \rangle\). We will occasionally omit the superscript \(j \in \{1 \ldots n\}\) and write \(\langle f_j \rangle\) when the range of \(j\) is clear from context.
- \(\{f_j\}_{j \in \{1 \ldots n\}}\) or \(\{f_j\}\) denotes the set \(\{f_1, f_2, \ldots, f_n\}\).
- \(x_1 \mapsto \langle x_2, \ldots, x_n \rangle\) denotes the sequence \(\langle x_1, x_2, \ldots, x_n \rangle\).
- \(A\#A'\) denotes the concatenation of the sequences \(A\) and \(A'\). We write \(A \cup B\) for \(A\#B\) when we require that \(A\#B = \emptyset\). We also write \(A \setminus B\) for set difference.
- \(\text{prim}(f, \langle c_i \rangle) \equiv c\) denotes the application of a function \(f\) built from elementary operations (\(+, -, *, /\)) and logical operations on arguments \(\langle c_i \rangle\) resulting in \(c\).
- With the exception of \(\text{prim}(f, \langle c_i \rangle) \equiv c\), \(\equiv\) denotes that two sets of syntax elements are the same (such as in \(H \equiv \{I \Rightarrow d \varphi\}\)). This is different from \(\equiv\) used in syntax, which is assignment in the language represented by the grammar.

The syntax of P-FRP is the same as E-FRP, although we add an environment \(l\) to allow the programmer to declare a priority for each event:

| Variable | \(x \in X\) |
| Constant | \(c \in \mathbb{N}\) |
| Event name | \(I \in T\) |
| Function | \(f \ ::= | | \& | \| | + | - | * | / | \| \| \| \| > | > > | < | <= | == | != | if \|
| Passive behaviors | \(d \ ::= x | c | f(d)\) |
| Active behaviors | \(r \ ::= \text{init } c \text{ in } H\) |
| Behaviors | \(b \ ::= d | r\) |
| Phases | \(\varphi \in \Phi \ ::= c | \text{later}\) |
| Event handlers | \(H \ ::= \{I_i \Rightarrow d_i \varphi_i\}\) |
| Programs | \(P \ ::= \{x_i = b_i\}\) |
| Priority level | \(l \ ::= n \in \{l_{\text{min}}, \ldots, l_{\text{max}}\} \subset \text{Nat}\) |
| Environment | \(E \ ::= \{I_i \Rightarrow l_i\}\) |

In E-FRP, passive behavior expressions can be variables, constants, or function applications to other passive behaviors. The terminals \(x\) and \(c\) are the syntactic categories of variables and constants, respectively, and \(f\) is the syntactic category for function application. The only active behavior \(r\) has the form \(\text{init } c \text{ in } I_i \Rightarrow d_i \varphi_i\) where \(c\) is the initial value, and the part in parentheses is a set of event handlers. When an event \(I_i\) occurs, the behavior value \(c\) changes to the value of \(d_i\) computed at the time the event handler is run.

E-FRP programs are evaluated in two phases w.r.t. to the occurrence of the event, and the computation of \(d_i\) is associated with either phase. Depending upon whether \(\varphi_i\) is \(c\) or later, the value of \(r\) is changed either immediately (in the first phase) or after all other immediate updates triggered by the event (in the second phase). An E-FRP program \(P\) is a set of mutually recursive behavior definitions: the value of a behavior might depend upon values computed for other behaviors.

In P-FRP, the programmer explicitly declares event priorities by mapping each event to its constant priority, and priorities are selected from a fixed range of integer values. As we will see, the priorities (continue to) play no role in the high-level, big-step semantics of P-FRP.

As a simple example to illustrate the syntax and the informal semantics, consider the following program:

\[
I_1 \rightarrow 1, I_2 \rightarrow 2 \\
x = \text{init } 1 \text{ in } \{I_1 \Rightarrow x + y\}, \\
y = \text{init } 1 \text{ in } \{I_1 \Rightarrow x - y \text{ later}, I_2 \Rightarrow 1\}
\]

This program defines two behaviors \(x\) and \(y\) triggered by an event \(I_1\) of priority 1 and an event \(I_2\) of priority 2. When \(I_1\) occurs, the value of \(x\) is computed immediately in the first phase. The later annotation indicates that the value of \(y\) is not computed until after all other behaviors triggered by \(I_1\) are. The values of the behaviors after several occurrences of \(I_1\) are shown below. The numbers in bold are final (second-phase) values for each behavior on \(I_1\). The fourth occurrence of \(I_1\) is followed by \(I_2\), which resets \(y\).

<table>
<thead>
<tr>
<th>((\text{init}))</th>
<th>(I_1)</th>
<th>(I_1)</th>
<th>(I_1)</th>
<th>(I_1)</th>
<th>(I_2)</th>
<th>(I_1)</th>
</tr>
</thead>
</table>
| \(x\) | 1 | 2 | 2 | 3 | 3 | 5 | 5
| \(y\) | 1 | 1 | 1 | 1 | 2 | 8 | 8 | 8 | 9 | 9 | 8 | 1 | 1 | 8 |

The big-step semantics of P-FRP is the same as that of E-FRP. Event priorities are not part of the semantics because all events are executed atomically. Figure 1 defines four judgments that formalize the notions of updating and computing program behaviors:

- \(P \vdash b \downarrow c\): “on event \(I\), behavior \(b\) yields \(c\).”
- \(P \vdash b \downarrow b'\): “on event \(I\), behavior \(b\) is updated to \(b'\).”
- \(P \vdash b \downarrow c; b': “on event \(I\), behavior \(b\) yields \(c\), and is updated to \(b'\).”
- \(P \Downarrow S; P': “on event \(I\), program \(P\) yields store \(S\) and is updated to \(P'\).”

When an event \(I\) occurs, a program in P-FRP is executed by updating program behaviors. Updating a program behavior requires, first, an evaluation of the behaviors it depends upon. On an event, an P-FRP program yields a store \(S\), which is the state after the first phase, and an updated program. The store maps
variables to values: $S ::= \{ x_i \mapsto c_i \}$. The updated program contains the final state in the init statements of its reactive behaviors.

The store contains the state after the first phase of execution, and this intermediate state is needed to show correctness of compiling in Theorem A.2.

The first rule in the judgment $P \vdash b \downarrow c$ states that a behavior $x$ yields a ground value after evaluation. The next two rules state how to evaluate a passive behavior that is a constant or a function. The fourth rule states how to evaluate an active behavior: its current value is that is a constant or a function. The fourth rule states how to evaluate a passive behavior or whose response is computed in the second phase to yield a constant. Finally, a behavior not triggered by $I$ or whose response is computed in the second phase yields its current value.

The first rule in the judgment $P \vdash b \downarrow c$ states that a behavior updates to a new behavior whose value is produced by evaluating its handler for $I$ after the pre-update value of the behavior is substituted in the handler body. Finally, a behavior not triggered by $I$ evaluates to itself.

The rule in the judgment $P \vdash b \downarrow c$ states that $P$ is updated on $I$ by updating each behavior in the program on $I$.

The trace of the simple example introduced above illustrates a key point about the P-FRP semantics: when an event $I_1$ occurs, behavior $x$ is evaluated in the first phase. Evaluating $x$ requires evaluating $y$ before it changes on $I_1$. Since $y$ evaluates to its current value, $x$ evaluates to $1 + 1 = 2$. Now behavior $x$ is updated to $x = \text{init} \ 2$ in $\{ I \Rightarrow x + y \}$. Next, behavior $y$ is evaluated in the second phase to $2 - 1 - 1$ using the new value of $x$, which was computed in the first phase. Then behavior $y$ is updated to what it was before: $y = \text{init} \ 1$ in $\{ I_1 \Rightarrow x - y \}$.

Consider a more interesting stopwatch program (In the below code we treat if as a passive behavior that is a function application):

$$\begin{align*}
\text{Start} & \rightarrow 1, \text{Stop} \rightarrow 1, \text{Res} \rightarrow 2, \text{Timer} \rightarrow 3 \\
\text{counting} & \text{= init} \ 0 \text{ in} \\
\text{elapsed} & \text{= init} \ 0 \text{ in} \\
\text{total} & \text{= init} \ 0 \text{ in} \\
\end{align*}$$

A stopwatch measures time in play during a sports game. It has three buttons: start, stop and reset, and an internal timer. The stopwatch maintains a counter that increments only when the game is in play. The stopwatch is driven by four events: By updating behavior counting, a Start event indicates that the stopwatch should start counting time. Start also resets the value of the behavior elapsed, which is the time between game stoppages. A Stop event indicates that the stopwatch should stop counting time. Stop resets the elapsed time and adds it to the total time in play (total). The later annotation indicates that resetting is not carried out until all other behaviors triggered by Stop have computed. This is done as Stop needs the value for elapsed before elapsed is reset by Stop. The event Timer is a (higher priority) clock that ticks every second. If the game is on, it increments elapsed time. The event Res resets the total game time.

We show the values of the variables after a sequence of events, starting from an initial configuration:
When the stopwatch is started in the first sequence, after two clock ticks, the \texttt{Stop} event produces the values to the left of the divider in its column in the first phase, and the values to the right in the second phase. \texttt{Stop} increments \texttt{total} to two seconds in the first phase and resets \texttt{counting} and \texttt{elapsed} in the second phase.

The second sequence of events is another sample execution which shows that the stopwatch produces reasonable results even if the user makes a mistake of pressing the start or stop buttons twice in a row.

### 3 Preemptable SimpleC

As a model of the hardware of the target embedded platform, we use a calculus called SimpleC\cite{SIMPLEC}. Terms in this calculus have a direct mapping to C code. The syntax of SimpleC is as follows:

<table>
<thead>
<tr>
<th>Computations</th>
<th>Statements</th>
<th>Programs</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d ::= x \mid c \mid f(d_i)$</td>
<td>$A ::= \langle x_i := d_i \rangle \mid \text{dis} \mid \text{en}$</td>
<td>$Q ::= {(I_i, A_i)}$</td>
</tr>
</tbody>
</table>

A SimpleC program $Q$ is a collection of event handler definitions of the form $(I, A)$, where $I$ is an event and also the handler name. The body of the handler is divided into two consecutive parts, which are the first phase and the second phase statements (in the original E-FRP\cite{SIMPLEC}, $Q$ is generated by the compilation function from the two phases in the source program as $Q ::= \{(I_i, A_i, A'_i)\}$ to explicitly separate the phases. They have exactly the same meaning. We can expand $Q ::= \{(I, A)\}$ to $Q ::= \{(I_i, A_i, A'_i)\}$ when it is necessary for the proofs). The statements include primitives (en and dis) that enable or disable all interrupts (which are the only change from the original SimpleC), and also assignments.

Before presenting the formal semantics for this language, we consider a simple example to illustrate both the syntax and the essence of the compilation strategy. The SimpleC code corresponding to the simple example is as follows:

```c
int x, x, y, y = 1; int xt, yt, _yt;
I_1, \{dis: xt = x; _xt = x; yt = y; _yt = y; en;
\*1 * \ xt = (xt + yt); _yt = (xt - yt);
\*2 * \ _xt = xt; yt = _yt;
dis: x = xt; x = xt; y = yt; _y = _yt; en; \}
I_2, \{ dis; yt = y; _yt = y; en;
\*1 * \ yt = 1; \*2 * \ _yt = yt;
dis; y = yt; _y = _yt; en; \}
```

The code is a group of event handlers. Each handler is a C function that is executed when an event occurs and consists of two sequences of assignments, one for each of the two phases. In addition, there is a preamble for copying values to temporaries and a postamble to commit the temporary values. In particular, for each behavior we have committed values $(x, y)$, first-phase values $(x, y)$, and temporary values for each of these $(x_t, y_t, x_{t}, y_{t})$.

SimpleC was originally defined using a big-step semantics\cite{SIMPLEC}, but an equivalent small-step semantics\cite{E-FRP} can be defined, which makes it easier to model preemption. The semantics presented here uses the following elements:

- **Master Bit** $m ::= \text{en} \mid \text{dis}$
- **Interrupt Context** $\triangle ::= \text{int} \mid \text{nml}$
- **Stack** $\sigma ::= \text{nil} \mid \langle I, A, \triangle \rangle :: \sigma$
- **Queue** $q ::= \text{nil} \mid I :: q$
- **Step** $W ::= I \mid \diamond$

We will model how lower-priority events that occur while a higher-priority event is handled are stored in a queue, sorted by priorities. Higher-priority events interrupt lower-priority ones when the CPU’s master bit $m$ is enabled $(m \equiv \text{en})$. Otherwise, when the master bit is disabled $(m \equiv \text{dis})$ interrupts are globally turned off and higher-priority events are queued.

A program stack $\sigma$ contains event-handler statements with the active handler on top of the stack. The stack also contains an interrupt context flag (int or nml) that indicates whether the active event handler has been interrupted. When an event occurs that is of higher priority than the currently handled one, its handler is placed on top of the stack, and the flag for the interrupted event is toggled. The value of the flag determines whether the interrupted handler is later re-executed from its beginning just like a software transaction.

A step denotes whether the program has received an interrupt or has made progress on a computation. Progress is looking up a variable in the environment, evaluating a function argument, applying a function, or updating the store with the results of an assignment. A priority environment maps interrupts to their priorities. The notation $x_1 :: \langle x_2, \ldots, x_n \rangle$ denotes the sequence $(x_1, x_2, \ldots, x_n)$, and we use $\equiv$ to denote syntactic equivalence.

To model pending interrupts, in the judgment on program states we use the function insert, which inserts events into the queue and keeps the queue sorted by priority. If two events have the same priority, it sorts them by time of occurrence, with the older event at the front of the queue.
The function top is also used in the judgment on program states to peek at the queue’s top and return the priority of the first element. If the queue is empty, top returns the lowest possible priority $l_{\text{min}}$. So that any coming event will be handled immediately without being enqueued.

$$\text{top}(q) \equiv l_{\text{min}} \text{ if } q \equiv \text{nil} \quad \text{top}(q) \equiv E(I) \text{ if } q \equiv I :: q'$$

The original E-FRP compilation strategy assumes that no other interrupts will occur while statements are processed. Under this assumption, the execution of the handler is atomic, and E-FRP ignores other events at any step of processing a handler. In reality, if code runs in an environment where events are prioritized, it will be preempted.

We present an extended semantics that models preemption. In particular, our design models handling of interrupts with priorities in the Windows and Linux kernels (Appendix B, [28], [26], [4], [25]) and borrows ideas for atomic handler execution from software transactions [11], [24], [6], a concurrency primitive for atomicity that disallows interleaved computation while ensuring fairness (we return to software transactions in the related works in Section 7).

To show how P-FRP helps reasoning about program execution with preemptions, we reconsider the two examples we discussed before. The trace below for the SimpleC code compiled from our simple example shows a preemption that executes like a software transaction:

$$\begin{array}{|c|c|c|c|c|c|}
\hline
\text{(init)} & I_1 & I_1 & I_1 & I_1 & I_2 & I_2^R \\
\hline
x & 1 & 2 & 2 & 3 & 3 & 5 \quad 5 \quad 8 / \quad 5 \quad 5 \quad 6 \quad 6 \\
y & 1 & 1 & 1 & 2 & 2 & 3 \quad 3 / \quad 1 \quad 1 \quad 1 \quad 5 \\
\hline
\end{array}$$

The fourth occurrence of $I_1$ is interrupted by $I_2$ at the end of the first phase. The computed values in this phase are discarded, $I_2$ executes, and $I_1$’s handler is restarted. In particular, when the fourth occurrence of $I_1$ is interrupted by $I_2$, which by definition resets $y$ to 1, while any computations on $x$ during the interrupted handler are discarded. When $I_1$’s handler is restarted, $x$ is 5, as before the fourth occurrence of $I_1$, and the new value for $x$ computed is 6. The new value for $x$ is used in the second phase to compute the value of $y$, $5 = 6 - 1$.

Consider a pre-emption for the stopwatch where the user presses the stop button right as Timer occurs. Without atomicity guarantee, Timer will pre-empt the Stop handler and the results from the Stop handler will be incorrect (depending on the point of pre-emption).

In the P-FRP trace below, a restart of the Stop handler $(\text{Stop}^R)$ correctly includes the last Timer event in elapsed and total time.

$$\begin{array}{|c|c|c|c|c|c|c|c|}
\hline
\text{counting} & \text{elapsed} & \text{total} \\
\hline
\hline
\text{(init)} & \text{Start} & T & T & \text{Stop} & T & \text{Stop}^R \\
\hline
0 & 1 & 1 & 1 & 1 / & 1 & 1 & 0 \\
0 & 0 & 1 & 2 & 2 / & 3 & 0 & 0 \quad 3 \quad 0 \\
0 & 0 & 0 & 2 & 2 / & 3 & 3 & 3 \\
\hline
\end{array}$$

In the SimpleC small-step semantics with priorities and restarting, we have the judgments below:

- $S \vdash d \rightarrow d'$ “under store $S$, $d$ evaluates to $d'$ in one step.”
- $(A, S, m) \rightarrow (A', S', m')$: “executing one step of assignment sequence $A$ produces assignment sequence $A'$, updates store $S$ to $S'$, and leaves all interrupts in state $m'$.”
- $(S, Q, m, \sigma, q') \rightarrow (S', m', \sigma', q')$: “one step of the execution of program $Q$ updates store $S$ to $S'$, changes the master bit from $m$ to $m'$, updates the pending event queue from $q$ to $q'$, and updates the program stack $\sigma$ to $\sigma'$.”

We first define the most basic step of our execution model. The judgment $S \vdash d \rightarrow d'$ states that a variable is evaluated by looking up its value in the environment, and a function is then applied after evaluation of its arguments.

$$S \vdash d \rightarrow d'$$

$$\text{prim}(f, \langle c_0, \ldots, c_n \rangle) \equiv c$$

$$S \uplus \{ x \rightarrow c \} \vdash x \rightarrow c$$

$$S \vdash f(c_0, \ldots, c_n) \rightarrow c$$

$$S \vdash d_i \rightarrow d'_i$$

$$S \vdash f(c_0, \ldots, c_{i-1}, d_i, \ldots, d_n) \rightarrow f(c_0, \ldots, c_{i-1}, d'_i, \ldots, d_n)$$

The first rule of $(A, S, m) \rightarrow (A', S', m')$ states that an assignment is evaluated in one step by updating the right hand side of the assignment to the evaluation results of the right hand side. The second rule states that an assignment whose computation part is a ground value is evaluated by updating the store with the ground value and removing the assignment from sequence $A$.

The last two rules toggle the interrupt state.

$$\begin{array}{c}
(A, S, m) \rightarrow (A', S', m') \\
\{ x \rightarrow c \} \uplus S \vdash d \rightarrow d' \\
(x := d :: A, \{ x \rightarrow c \} \uplus S, m) \rightarrow (x := d' :: A, \{ x \rightarrow c \} \uplus S, m) \\
(x := c' :: A, \{ x \rightarrow c \} \uplus S, m) \rightarrow (A, \{ x \rightarrow c' \} \uplus S, m) \\
\left\{ \text{dis} :: A, S, m \right\} \rightarrow (A, S, \text{dis}) \\
\{ \text{en} :: A, S, m \} \rightarrow (A, S, \text{en}) \\
\end{array}$$

Next we present the judgment on program states $(S, Q, m, \sigma, q') \rightarrow (S', m', \sigma', q')$. Rules (Unh), (Start) and (Pop) are essentially the same as the original SimpleC ([32], with the difference that (Start) only executes when interrupts are enabled.
A handler has been interrupted. The interrupted handler is executing one. This rule re-executes interrupted handlers when handlers are still on the stack. In type are events that have been interrupted but their execution or while interrupts were disabled. The second type are those whose handlers are on the stack and executing a sequence of interrupts with none or several behaviors triggered by the event in the P-FRP program. It also checks for circular references of variables during a phase and returns an error if there are some. For example, the simple example introduced in Section 2 is modified in an event handler into fresh temporary (or scratch) variables in the beginning of the handler while interrupts are turned off, and to restore variables from the temporary variables at the end of the handler while

\[
\frac{C}{\exists} \quad \text{(Unh)}
\]

\[
\frac{(S, \{I_i, A_i\}, m, \sigma, q) \xrightarrow{I} (S, m, \sigma, q)}{m \equiv \text{en} \quad (\text{Start})}
\]

\[
\frac{(S, Q, m, (I, \{\}, \Delta)) \vdash \sigma, \text{nil} \quad (\text{Pop})}{(S, m, ) \xrightarrow{\sigma} (S, m, \sigma, \text{nil})}
\]

Rule (Step) performs computation on a non-empty handler and checks to see if either the interrupts are disabled or the currently handled event is of the highest priority compared with events in the queue.

The next rule (Restart) is new and is the most interesting one. This rule re-executes interrupted handlers when a handler has been interrupted. The interrupted handler is popped off the stack, and the original handler for the same event is placed back on the stack.

\[
\frac{\forall A \in \{I, A_i\} \exists Q', A \neq \{\} \quad \text{(Restart)}}{\frac{(S, Q, m, (I, A, \text{int}), \sigma, q) \xrightarrow{\sigma} (S, m, (I, A, \text{int}), \sigma, q)}{m \equiv \text{en} \quad \exists Q'}
\]

Rules (Deq1) and (Deq2) model dequeuing for empty handlers:

\[
\frac{\exists (U, A, \Delta) \vdash \sigma' \quad (\text{Deq1})}{(S, Q, m, (I, \{\}, \Delta), \sigma, U :: q) \xrightarrow{\sigma} (S, m, \sigma, q)}
\]

\[
\frac{m \equiv \text{en} \quad \exists (P, A_p, \Delta) \vdash \sigma' \quad (Q \equiv \{U, A\} \cup Q', E(P) < E(Q) < E(I)) \quad (\text{Deq2})}{(S, Q, m, (I, \{\}, \Delta), \sigma, U :: q) \xrightarrow{\sigma} (S, m, (U, A, \text{nil}), \sigma, q)}
\]

There are two types of events in the queue. The first type are those whose handlers are on the stack and that occurred while a higher-priority event handler was executing or while interrupts were disabled. The second type are events that have been interrupted but their handlers are still on the stack. In (Deq1), a handler is removed from the stack when the stack has a next handler and the handler is for the event at the front of the queue. In (Deq2), there is a pending event in the queue with a priority between that of the finished handler and the next handler on the stack. The pending event’s handler is placed on the stack, and the event is removed from the front of the queue. Alternatively, if the stack is empty, the handler for the event at the front of the queue is placed on the stack.

Rule (Deq3) allows handlers to start for higher-priority events that occur while interrupts are disabled. As soon as interrupts are enabled, the current handler is preempted and a higher-priority handler is pushed onto the stack.

\[
\frac{m \equiv \text{en} \quad \exists (E(U) > E(I) \quad A' \neq \{\} \quad (\text{Deq3})}{(S, Q, m, (I, A', \Delta), \sigma, U :: q) \xrightarrow{\sigma} (S, m, (U, A, \text{nil}), \sigma, q)}
\]

The last two rules specify how an interrupt is handled based on its priority and the priority of interrupt on top of the stack. It is queued (Enq) when it is of the same or lower priority or when interrupts are disabled. Otherwise, its handler is placed on top of the stack (Int). In the latter case, we indicate that the previous handler was interrupted and place this handler’s corresponding event in the queue.

\[
\frac{(E(I) \leq E(U) \quad m \equiv \text{dis}) \quad (\text{Enq})}{\exists (S, m, \sigma, q) \xrightarrow{\sigma} (S, m, \sigma, \text{insert}(I, q))}
\]

\[
\frac{m \equiv \text{en} \quad E(I) > E(U) \quad (\text{Int})}{(S, Q, m, (I, A, \text{int}), \sigma, q) \xrightarrow{\sigma} (S, m, (U, A, \text{nil}), \sigma, \text{insert}(U, q))}
\]

Taking multiple steps in the semantics consists of executing a sequence of interrupts with none or several computation steps in between, such as the sequence \(I_1, \sigma_{k_1}, I_2, \sigma_{k_2}, \ldots, I_n, \sigma_{k_n}\). We define the judgment for modeling taking multiple steps at one time in the semantics of P-FRP in Figure 2.

4 Compilation

A P-FRP program is compiled to a set of pairs, which are the same as the input to the SimpleC semantics, in which each pair consists of an event and a sequence of statements for that event. The compilation function extracts the statements for each phase by searching for behaviors triggered by the event in the P-FRP program. It also checks for circular references of variables during a phase and returns an error if there are some. For example, the simple example introduced in Section 2 is still syntactically correct without the later annotation in event handler of behavior \(y\) for \(I_1\), but won’t be compiled due to circular reference in the first phase.

To allow for correct restarting of handlers, compilation is extended to generate statements that store variables modified in an event handler into fresh temporary (or scratch) variables in the beginning of the handler while interrupts are turned off, and to restore variables from the temporary variables at the end of the handler while
The compilation rules define how active and passive behaviors in P-FRP compile to SimpleC. For each event, compilation builds an event handler in SimpleC, which scans all P-FRP behaviors for handlers for that event. For each handler found, statements are emitted to the SimpleC handler.

The rules are the same as the original compilation in Appendix A.3 with two exceptions. First, event handlers update scratch variables corresponding to the original variables, and scratch variables are not used for values that are only read in a handler. In this way, restarting guarantees that a consistent value will always be read. Second, the top-level rule is extended with backup and restore parts.

Figure 3 defines the following:

- \( (x := d) < A \): “\( d \) does not depend on \( x \) or any variable updated in \( A \)”
- \( \{ P \}^2 I = A \): “A is the first phase of \( P \)’s event handler for \( I \)”
- \( [P] \): “\( P \) compiles to \( Q \)”

The set of all variables declaring behaviors dependent on \( I \) is defined as the set \( \text{Updated}_I(P) \).

\[
\text{Updated}_I(P) = \{ x \mid \{ x = d \} \cup \text{ Passive}_I(P) \}
\]

A function \( FV \) that computes a set of free variables in a behavior \( b \) is defined as follows:

\[
FV(x) \equiv \{ x \}, \quad FV(c) \equiv 0, \quad FV(f(d_i)) \equiv \bigcup_i FV(d_i)
\]

The function collects all references to variables in the behavior’s handler and excludes the ones referring to the behavior.

The first rule in Figure 3 for the judgment \( \{ P \}^2 I = A \) states that an empty P-FRP program produces an empty handler for \( I \). The second rule states that a passive behavior compiles to equivalent SimpleC. The third rule states that an active behavior executed in the first phase compiles to SimpleC code, in which the value of the behavior is changed in the first phase. The next rule states that an active behavior executed in the second phase compiles to SimpleC, where only a temporary copy of the behavior value is changed in the first phase. The fifth rule states no handler is produced for an unhandled event.

For judgement \( \{ P \}^2 I = A \), the third rule compiles an active behavior executed in the first phase to SimpleC that copies the computed value in the first phase. The fourth rule generates SimpleC that updates a behavior value in the second phase. The rest rules are the same as in the previous judgment.

In the top-level rule, there is a check that there are no references to undeclared behaviors.

Compilation produces the example SimpleC programs we presented in Section 3.

5 Technical Results

This section presents the technical results establishing the correctness of the P-FRP compilation strategy.

5.1 Correctness of Compiling

Our proof follows that of Wan et al.’s proof [32]. In particular, after handling any event \( I \), the updated P-FRP program should compile to the same SimpleC as the original P-FRP program. This property holds because P-FRP programs carry all of the relevant state, while the SimpleC only contains the executable instructions. At the same time, the state embodied in the new P-FRP program must match those produced by executing the resulting SimpleC program. Diagrammatically,
Definition \( \text{state}(P) = \{ x_i \mapsto \text{state}_P(d_i) \} \cup \{ x_j \mapsto \text{state}_P(r_j) \} \) where \( P \equiv \{ x_i = d_i \} \cup \{ x_j = r_j \} \)

A state function collects the value of each behavior in a P-FRP program. After collection, the state contains the values of all behaviors in a P-FRP program.

Definition

\begin{align*}
\text{state}_{P(x=b)}(x) & \equiv \text{state}_P(b) \\
\text{state}_P(c) & \equiv c \\
\text{state}_P(f(d_i)) & \equiv \text{prim}(f, \langle \text{state}_P(d_i) \rangle) \\
\text{state}_P(\text{init}(c \in H)) & \equiv c
\end{align*}

Let \( \llbracket P \rrbracket \) be the unique \( Q \) such that \( \llbracket P \rrbracket = Q \) (We have this \( Q \) by composition determinism (Theorem A.11)). Then, Theorem 5.1 (Correctness of Compilation):

1. \( P \xrightarrow{I} S; P' \implies \llbracket P \rrbracket \equiv \llbracket P' \rrbracket \).
2. \( P \xrightarrow{I} S; P' \implies z_n \geq 0. (\text{state}(P) \uplus T, \llbracket P \rrbracket, \text{en}, \text{nil}, \text{nil}) \xrightarrow{\text{I} \cdots \text{I}} (\text{state}(P') \uplus T', \text{en}, \text{nil}, \text{nil}) \).

Where \( T \) and \( T' \) are the states of the temporary copy variables.

5.2 Resource Boundedness

Now, we turn to resource boundedness. Because physical resources are constrained to a fixed limit, it is important that stack growth is bounded. We prove that our stack size is bounded and provide a way to calculate it given some initial stack configuration.

Definition We define the size of a stack \( \sigma \), written as \( \text{size}(\sigma) \), as:

\[
\text{size}(\text{nil}) = 0 \quad \text{size}((I, A, \triangle) \vdash \sigma) = \text{size}(\sigma) + 1
\]

Theorem 5.2 (Stack boundedness): If \((S, Q, e, (I_0, A, A, nml) :: \sigma, q) \xrightarrow{\text{en}} (S', m', \sigma' :: (I_0, A, nml) :: \sigma, q')\), then the maximum value of \( \text{size}(\sigma') \) is \( l_{\text{max}} - E(I_0) \) where \( Z \equiv I_1, \phi_{k_1}, I_2, \phi_{k_2}, \ldots, I_n, \phi_{k_n} \) and \( l_{\text{max}} \) is the greatest interrupt priority at the system.

5.3 Atomicity

Finally, we justify the claims about the preservation of the atomicity property for handling events. We begin with a simple example that illustrates the problem addressed by atomicity. Consider the following code:

\[
H_1 \rightarrow 1, H_2 \rightarrow 2 \quad x = \text{init} \ 0 \ \text{in} \{ H_1 \Rightarrow x + z \}, \\
y = \text{init} \ 0 \ \text{in} \{ H_1 \Rightarrow y - z \}, \\
z = \text{init} \ 1 \ \text{in} \{ H_2 \Rightarrow z + 1 \}
\]

E-FRP semantics tells us that the value of \( x + y \) should always be zero. Naively allowing preemption would violate this property. The higher priority event \( H_2 \) can interrupt the execution of the handler for the lower event \( H_1 \) and update \( z \) before the statement \( y - z \) in \( H_1 \)'s handler for \( y \) has executed. We will show that this cannot happen in our model.

If an event \( I \) of lower priority occurs while a higher priority event \( J \) is running, \( I \) is always queued, and its
handler is executed after \( J \)'s handler completes. If an event \( J \) of higher priority occurs while a lower priority event \( I \) is running, then there are three possibilities: (1) If \( I \) was copying, then \( J \) is queued and its handler runs as soon as copying is over. When \( J \) is done, \( I \) is restarted. (2) If \( I \) was computing, then \( J \)'s handler runs immediately and after it is done, \( I \) is restarted. (3) If \( I \) was restoring, then \( J \) is queued and its handler runs after \( I \) is done. The following result addresses each of these three cases.

**Theorem 5.3 (Reordering):** Assuming \( E(J) \geq E(I) \) for all \( L_i \in q_i \), if \( (S, Q, \text{en}, \sigma, q) \xrightarrow{Z}\ (S', \text{en}, (I, A, \text{nml}) :: \sigma, q) \) and \( (S', Q, \text{en}, (I, A, \text{nml}) :: \sigma, q) \xrightarrow{Z} (S'', \text{en}, \sigma, q) \), then either of 1-3 holds:

1. \( A \neq \emptyset \), \( Z \equiv I, o_n, J, o_m, Z_1 \equiv o_m \) and \( (S, Q, \text{en}, \sigma, q) \xrightarrow{J, o_m} (S', \text{en}, \sigma, q) \) and \( (S', Q, \text{en}, \sigma, q) \xrightarrow{J, o_m} (S'', \text{en}, \sigma, q) \) for some \( j \) and \( i \)

2. \( A \neq \emptyset \), \( Z \equiv I, o_n, Z_1 \equiv J, o_m \) and \( (S, Q, \text{en}, \sigma, q) \xrightarrow{J, o_m} (S', \text{en}, \sigma, q) \) and \( (S', Q, \text{en}, \sigma, q) \xrightarrow{J, o_m} (S'', \text{en}, \sigma, q) \) for some \( j \) and \( i \)

3. \( A = \emptyset \), \( Z \equiv I, o_n, J, o_m, Z_1 \equiv o_m \) and \( (S, Q, \text{en}, \sigma, q) \xrightarrow{J, o_m} (S', \text{en}, \sigma, q) \) and \( (S', Q, \text{en}, \sigma, q) \xrightarrow{J, o_m} (S'', \text{en}, \sigma, q) \) for some \( j \) and \( i \).

This result states that if two events occur, one after the other, with the second interrupting the handler for the first, then the resulting C state is equivalent to the C state resulting from some reordering where each handler is executed sequentially, without being interrupted.

To generalize atomicity to multiple events occurring while an event \( I \) is executing, we apply Theorem 5.3 multiple times for each occurring event to produce a state where each event is permuted as if it occurred either before or after \( I \). Given a starting point with a state \( S_0 \), queue \( q_0 \), master bit \( on \), if \( I, o_n, \{J_i, o_j\}_{i=1}^z \) are steps of execution that produce a final state \( S_0 \), then there are some steps \( \{J_k, o_k\}_{k \in k, \text{s.t. } E(J_k) \geq E(I)} \), \( I, o_j \), \( \{J_i, o_i\}_{i \in i, \text{s.t. } E(J_i) \leq E(I)} \) where \( \{k\} \cup \{i\} = \{0, \ldots, z\} \) whose execution produces a final state \( S' \) from the same starting point.

### 6 Responsiveness

This section formalizes the key notions relating the responsiveness guarantees for E-FRP and P-FRP states and explains the crucial responsiveness results for these two systems, and present some experimental validation of these results.

#### 6.1 Definitions

We started by giving the following definitions.

**Definition 6.1 (Basics):**

- Let \( I = \{1, 2, \ldots, n\} \) be a set of events.
- The priority of event \( i \in I \) is the positive integer \( i \), where higher numbers mean higher priority.

- Let \( w_i \) be the minimal necessary wait between two consecutive occurrences of event \( i \).
- Call \( r_i = \frac{1}{w_i} \) the maximal arrival rate of event \( i \in I \) with respect to time.
- Let \( p_i \) be the processing time for events \( i \).
- A trace is a relation \( T \subseteq I \times \mathbb{R}^+ \) such that:
  \[
  \forall i \in I, \forall t_1, t_2 \in \mathbb{R}^+, (i, t_1) \in T \land (i, t_2) \in T \Rightarrow |t_1 - t_2| \geq w_i
  \]

  The restriction of trace \( T \) to time interval \([1, t_2]\), written \( T|_{1, t_2} \), is defined as the trace such that:
  \[
  (i, t) \in T|_{1, t_2} \Leftrightarrow (i, t) \in T \land t_1 \leq t < t_2
  \]

- An occurrence of event \( i \) in a trace \( T \) is an element \((i, t) \in T\). We write \( \text{occurs}(i, T) \) for the number of occurrences of event \( i \) in trace \( T \), i.e.
  \[
  \text{occurs}(i, T) = \#\{(i, t) \in T : t \in \mathbb{R}^+\}
  \]

  This induces the following definition on restricted traces:
  \[
  \text{occurs}(i, T|_{1, t_2}) = \#\{(i, t) \in T|_{1, t_2} : t \in \mathbb{R}^+\} = \#\{(i, t) \in T : t_1 \leq t < t_2\}
  \]

- Given a trace \( T \), a \( k \)-gap in \( T \) is a finite interval \([t_1, t_2]\) in \( \mathbb{R}^+ \) in which no events of higher priority than \( k \) occur:
  \[
  \forall j > k, \exists t \in [t_1, t_2]. (j, t) \in T.
  \]

  The qualifiers “\( k \)” and “in \( T \)” are omitted when obvious from context. The size of the interval, \( t_2 - t_1 \), is called the gap size of this gap.

- Let the candidate gap function for event \( k \) be
  \[
  G_k = \frac{1}{(n - k + 1)r_k + \sum_{i=k+1}^{n} r_i}
  \]

  The idea of having a gap function for event \( k \) is that we look for time intervals between the executions of higher priority event handlers within which an assigned lower priority event handler can complete its execution without being interrupted. The candidate gap function computes the reference size of such intervals.

#### 6.2 Technical Results

The following table summarizes both the assumptions needed for the queue to have length at most one for each priority level and the maximum waiting and processing times for an event \( k \) in each of E-FRP and P-FRP. For E-FRP, the longest possible length of the queue is \( \sum_{i=1}^{n} p_i \). To ensure that no event is missed because the queue is full, we assume that the same event will not occur before the prior occurrence has been handled.

For P-FRP, execution of an event can be interrupted by higher priority events. To guarantee that every event will
actually get a chance to be processed, we must have intervals between event occurrences that are long enough for the completion of a certain event. Also, this interval should exist before the next occurrence of the same event, to ensure no event will be missed. In other words, For any event with priority \( k \), its handler runs to completion only when a \( k \)-gap of size at least \( p_k \) is encountered before \( w_k \) units of time. The next theorem establish that, if the processing time of higher-priority events is negligible (\( \forall j > k, p_j \ll p_k \)), then a gap of size \( \geq G_k \) occurs in time, and that provided \( \forall \), \( p_i \leq G_i \), all events are handled without being lost or queued.

**Lemma 6.1:** The maximum occurrence of event \( i \) in the restricted trace \( T_t^{i+\Delta t} \) is decided by the maximal arrival rate of event \( i \). More specifically:

\[
max_{T}(occurs(i, T_t^{i+\Delta t})) = \lceil \Delta t \cdot r_i \rceil.
\]

**Proof:** Given any \( T_t^{i+\Delta t} \) and \( i \in I \), let \( N \) be the number of occurrences of event \( i \) in that restricted trace. Letting \( t + \tau \) be the time at which event \( i \) happens for the \( N \)-th time, we have

\[
(N - 1)w_i \leq \tau < \Delta t
\]

(the \(-1\) is due to the fact that the first occurrence can be exactly at time \( t \)). Therefore

\[
N < \Delta t \cdot r_i + 1
\]

which implies

\[
N \leq \lceil \Delta t \cdot r_i \rceil.
\]

Equality is achieved when event \( i \) arrives at highest possible rate (every \( w_i \) time units) and the first occurrence is at time \( t \). Hence this upper bound is indeed a maximum.

**Lemma 6.2:** Let \( P \) be a finite set of disjoint (potentially empty) subintervals of an interval \( J = [x, x + L) \) such that \( \bigcup P = J \) (i.e. \( P \) is a finite partition of \( J \)). Then \( P \) contains a subinterval of length at least \( L / \# P \). This bound cannot be improved under the hypotheses of this lemma.

**Proof:** Let \( l \) be the length of the largest interval in \( P \). Then \( L = |J| \leq l \# P \), hence \( l \geq L / \# P \). Equality holds when \( P \) subdivides \( J \) evenly, which is always possible if \( J \) is half-open, so \( L / \# P \) is a tight bound.

**Theorem 6.1 (Guaranteed Gap):** For any \( k \in I \), if only higher-priority events are concerned, a gap of size at least \( G_k \) is guaranteed to occur between any two consecutive occurrences of events \( k \). More precisely,

\[
\forall T. \forall (k, t) \in T. \exists t_1, t_2 \in [t, t + w_k). \quad t_2 - t_1 \geq G_k \land \sum_{i=k+1}^{n} occurs(i, T_t^{i+\Delta t}) = 0
\]

**Proof:** Let \( N = \#\{(i, t) \in T_t^{i+\Delta t} : i > k\} \) be the number of occurrences of events \( > k \) within the time interval \([t, t + w_k)\). By lemma 6.1,

\[
N = \sum_{i=k+1}^{n} occurs(i, T_t^{i+\Delta t}) \leq \sum_{i=k+1}^{n} [w_k \cdot r_i] < \sum_{i=k+1}^{n} (w_k \cdot r_i + 1).
\]

The \( N \)-higher-priority events subdivide the interval \([t, t + w_k)\) into \( N + 1 \) subintervals, each of which is a \( k \)-gap. We have

\[
N + 1 \leq 1 + \sum_{i=k+1}^{n} (w_k \cdot r_i + 1) = n - k + 1 + \sum_{i=k+1}^{n} w_k \cdot r_i,
\]

so by lemma 6.2, one of the gaps has length at least

\[
\frac{w_k}{(n - k + 1) r_k + \sum_{i=k+1}^{n} r_i} = G_k.
\]

**Remark 6.1:** This theorem gives a derivation of our expression for \( G_k \). (Without proof,) we believe this expression is a tight bound in the sense that there are situations where the largest gap size is arbitrarily close to \( G_k \). It is however loose in the sense that for many reasonable circumstances, the actual gap size is substantially larger than \( G_k \).

The looseness is due to our approximating assumption that the \( N \) events can be arbitrarily distributed throughout the time interval \([t, t + w_k)\), which is clearly not true in general. The \( w_i \)'s do not only constrain the number of events in the time interval but to some extent they also specify the distribution. Since no other approximation is used, we are led to believe that any attempts to improve the bound \( G_k \) (which is outside of the scope of this paper) must somehow leverage this fact.

### 6.3 Basic Experimental Validation

We have validated our basic claims about the scheduling strategy that P-FRP enables using our Windows-based prototype of P-FRP.

We use the `KeQueryPerformanceCounter` Windows function to measure the time to execute each handler. The function is a wrapper around the processor read-time stamp counter (RDTSC) instruction. The instruction returns a 64-bit value that represents the count of ticks from processor reset. We use randomly generated events so that the \( i + 1 \)-th occurrence of each event arrives at a time given by the formula

\[
T(i + 1) = 130 + \text{Random}(0, 1) \times 20 + T(i)
\]

The table below shows the maximum number of ticks of wait time before an event handler is completed in P-FRP and E-FRP.\(^1\) Each type of event occurs between 300 and 400 times.

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Maximum Wait</th>
<th>Processing</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-FRP</td>
<td>( r_k \cdot \sum_{i=1}^{n} p_i \leq 1 )</td>
<td>( (\sum_{i=1}^{n} p_i) - p_k )</td>
</tr>
<tr>
<td>P-FRP</td>
<td>( G_k \geq p_k, p_{i+1} \ll p_i )</td>
<td>( w_k )</td>
</tr>
</tbody>
</table>

\(^1\) We use an Intel Pentium III processor machine, 930 MHz, 512 MB of RAM running Windows XP, Service Pack 2
The lower priority event $L$ takes almost twice as long to handle in P-FRP because an execution of event handler for $L$ can be interrupted by event $H$ and will need to restart after the interruption. The higher priority event $H$ and reset have much better execution time. As expected, the timings show that the priority mechanism allows us to reorganize the upper bounds on maximum process time so that higher-priority events run faster.

### 7 Related Work

Broadly speaking, there are three kinds of related work, which consist of essential constructs for programming and analyzing interrupt-driven systems, software transactions, and other synchronous languages.

Palsberg and Ma, who present a calculus for programming interrupt-driven systems [20], introduce a type system that (like P-FRP) guarantees boundedness for a stack of incomplete interrupt handlers. To get this guarantee, the programmer “guides” the type system by explicitly declaring the maximum stack size in each handler and globally on the system. Palsberg and Ma’s calculus allows for interrupts to be of a different priority: the programmer hardcodes their priority by manipulating a bit mask that determines which interrupts are allowed to occur at any point in a program. The programmer is thus responsible for ensuring that interrupts are correctly prioritized. Furthermore, Palsberg and Ma’s work allows the programmer to have atomic sections in handlers: the programmer needs to disable/enable the correct set of (higher-priority) interrupts around such sections.

P-FRP statically guarantees stack boundedness without help from the programmer. In P-FRP, the programmer is also statically guaranteed correct prioritization of events and atomic execution of handlers at the expense of a fine control over atomicity.

Vitek et al. [17] present a concurrency-control abstraction for real-time Java called PAR (preemptible atomic region). PAR facilitates atomic transaction management at the thread level in the Java real-time environment. The authors restrict their analysis of execution guarantees to hard real-time threads, which are not allowed to read references to heap objects and thus must wait for the garbage collector. Even with this restriction, the environment complicates estimating worst-case execution time for threads. Our preemption is interrupt driven rather than context switch driven. Both works use transactions similarly, with the difference being that in Vitek’s work an aborting thread blocks until the aborted thread’s undo buffer is written back. Our work delays undos until an aborting event completes. While our work evaluates maximum waiting time and processing time for an event, Vitek’s work answers a related responsiveness question in the context of threads: can a set of periodically executing threads run and complete within their periods if we know, for each thread, its maximum time in critical section, maximum time to perform an undo, and worst-case response time. Such an analysis could be an extension to our work in which we evaluate whether sequences of periodically occurring events can be handled in fixed blocks of time.

Nordlander et al. [19] discuss why a reactive programming style is useful for embedded and reactive systems. Currently, methods in thread packages and various middleware could block, which makes the enforcement of responsiveness difficult. Instead of allowing blocking, the authors propose setting up actions that react to future events. To enforce time guarantees, Jones at al. [18] focus on reactive programming that models real-timed deadlines. Just as with our responsiveness result, a deadline considers all reactions upon event occurrence, i.e., every component involved in the handling of a particular event should be able to complete before a given deadline.

Ringenburg and Grossman [24] present a design for software transactions-based atomicity via rollback in the context of threads on a single processor. Software transactions are a known concurrency primitive that prohibits interleaved computation in atomic blocks while ensuring fairness (as defined in [11]). An atomic block must execute as though no other thread runs in parallel and must eventually commit its computation results. Ringenburg and Grossman use logging and rollback as a standard approach to undoing uncompleted atomic blocks upon thread preemption, and they retry them when the thread is scheduled to run again. Logging consists of keeping a stack of modified addresses and their previous values, and rollback means reverting every location in the log to its original value and restarting a preempted thread from the beginning.

In an extension to Objective Caml called AtomCaml, Ringenburg and Grossman connect the latter two processes by a special function that lets the programmer pass code to be evaluated atomically. This function catches a rollback exception, which a modified thread scheduler throws when it interrupts an atomic block, and then performs necessary rollback. Thread preemption is determined by a scheduler based on time quotas for each thread.

Like AtomCaml, P-FRP implements a transaction mechanism that allows handlers to execute atomically, even when they are preempted. These approaches are similar and are alternative methods of checking or inferring that lock-based code is actually atomic ([9], [8]). On the other hand, AtomCaml and P-FRP are two design choices for atomicity via rollback in two different environments’ threads and event handlers. Threads are not prioritized as event handlers and run only during their time quotas. Ringenburg and Grossman [24] focus on implementation and evaluation of software transactions and only informally discusses guarantees for time and stack boundedness and for reordering of preempted threads.

<table>
<thead>
<tr>
<th>Event</th>
<th>Priority</th>
<th>P-FRP</th>
<th>E-FRP</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reset</td>
<td>31</td>
<td>38</td>
<td>56</td>
<td>1.47</td>
</tr>
<tr>
<td>H</td>
<td>1</td>
<td>59</td>
<td>64</td>
<td>1.08</td>
</tr>
<tr>
<td>L</td>
<td>0</td>
<td>448</td>
<td>250</td>
<td>0.56</td>
</tr>
</tbody>
</table>
In contrast, in this paper we define a semantics that allows us to formally establish such properties for our transactional compiler.

Harris et al. [13] integrate software transactions with Concurrent Haskell. Previous work on software transactions did not prevent threads from bypassing transactional interfaces, but Harris et al. use Haskell’s type system to provide several guarantees:

- An atomic block can only perform memory operations, rather than performing irrevocable input/output.
- The programmer cannot read or write mutable memory without wrapping these actions in a transaction.
This eases reasoning about interaction of concurrent threads.

We would like to ease the restrictions of the first point and allow revocable input/output from/to specified device memory-mapped registers. Just as other threads can modify transaction-managed variables, C global variables generated by P-FRP can be modified by an external event handler. We do not yet have a solution for read or write protecting these global variables in the operating system kernel mode. Harris et al. also provide support for operations that may block. A blocking function aborts a transaction with no effect, and restarts it from the beginning when at least one of the variables read during the attempted transaction is updated. P-FRP can be extended to support blocking transactions by polling device registers. Furthermore, Harris et al. allow the programmer to build transactional abstractions that compose well sequentially or as alternatives so that only one transaction is executed. It would be a useful, addition to P-FRP, to allow smaller transaction granularity, so that the programmer can specify which parts of an event handler need to execute as a transaction. Harris et al. [14] observe that implementations of software transactions [13] use thread-local transaction logs to record the reads and tentative writes a transaction has performed. These logs must be searched on reads in the atomic block. Harris et al. suggest some improvements over the implementation, as follows:

- Compiler optimizations to reduce logging
- Runtime filtering to detect duplicate log entries that are missed statically
- Garbage collection time techniques to compact logs during long running computations.

In P-FRP, it would be useful to analyze variable use and to determine whether a given handler needs to execute as a transaction. Second, it would be useful to reduce the number of shadow variables by guaranteeing their safe reuse.

Other languages support the synchronous approach to computation where a program is instantaneously reacting to external events. In the imperative language Esterel [3], [2], signals are used as inputs or outputs, with signals having optional values and being broadcast to all processes. They can be emitted simultaneously by several processes, and sensors are used as inputs and always carry values. An event is a set of simultaneous occurrences of signals. Esterel, like the original E-FRP, assumes that control takes no time. The Esterel code below is an if-like statement that detects whether a signal X is present. Based on the test, a branch of the if-like statement is executed immediately.

```plaintext
present S(X) then <statement1>
    else <statement2> end
```

The assumption of atomic execution might not be reasonable if a branch is being executed when X occurs. There are compilers that translate Esterel into finite state machines, and in such a compiler’s target, X would occur during multiple transitions in a finite state machine, which might be undesirable. The same is true for languages Signal [10] and Lustre [5], in which a synchronous stream function corresponds to a finite state machine with multiple transitions. The original E-FRP also has this problem, which P-FRP solves by stating explicitly which actions are taken at any point that an event occurs.

8 Conclusion and Future work

In this paper, we have presented a compilation strategy that provides programmers with more control over the responsiveness of an E-FRP program. We have formally demonstrated that properties of E-FRP are preserved and that prioritization does not alter the semantics except for altering the order in which events appear to arrive.

There are several important directions for future work. In the immediate future, we are interested in simplifying the underlying calculus of the language, as well as studying valid optimizations of the generated code. We are also interested in determining quantitative upper bounds for the response time, as well as the space needed to handle each event. Finally, we expect to continue to build increasingly larger applications in E-FRP, which should allow us to validate our analytical results using the real-time performance of programs written in the language.

Appendix A

E-FRP

This section presents the full and formal definitions of E-FRP semantics and compilation.

A.1 E-FRP Semantics

The E-FRP semantics is the same as the P-FRP semantics in Section 2.

A.2 SimpleC

A.2.0.1 Big-step semantics: The big-step operational semantics of SimpleC is given in Figure 4 which defines three judgments:

- \( S \vdash d \leftrightarrow c \) “under store \( S \), \( d \) evaluates to \( c \).”
- \( S \vdash A \leftrightarrow S' \) “executing assignment sets \( A \) updates store \( S \) to \( S' \).”
The rules in the judgment $A \hookrightarrow S^1; S^2$ states that a variable is evaluated by looking up its value in the environment, and a function is applied after evaluating its arguments. The rules in the judgment $(A, S) \hookrightarrow (A', S')$ state that the computation part of an assignment is evaluated first and then the store is updated with a new value.

Rule $(\text{Unh})$ in the judgment $(S, Q, \sigma) \hookrightarrow W, (S', \sigma')$ states that an unhandled interrupt has no effect on program state. The next rule $(\text{Start})$ states that when an interrupt $I$ occurs and the stack is empty, the unique handler definition for that interrupt in the program is placed on the stack. Subsequent steps execute the handler until there are no more statements in the handler (rules $(\text{StepL}), (\text{StepR})$, and $(\text{Pop})$).

We define the judgment for modeling taking multiple steps in the semantics at one time in Figure 6. The small-step operational semantics of SimpleC is equivalent to the big-step semantics of SimpleC (Theorem A.1). This property is needed when we show correctness of compiling (Section 5).

**Theorem A.1 (SimpleC Semantics Equivalence):**
1. $S \vdash d \rightarrow c$ iff $S \vdash d \rightarrow c^n$. $c$.
2. $S \vdash A \rightarrow S'$ iff $(A, S) \rightarrow^n (\langle \rangle, S')$.
3. $S \vdash Q \leftarrow I; S'; S''$ iff $(S, Q, \text{nil}) \xrightarrow{I, \sigma_n} (S'', \text{nil})$.

**Proof:** We prove each item separately in Theorems A.1.1, A.1.2, and A.1.3 respectively. The details of each proof are available in Appendix A.3. □

**A.3 Compilation of E-FRP into SimpleC**

Figure 7 defines the following:
1. $(x := d) < A$: “$d$ does not depend on $x$ or any variable updated in $A$.”
2. $\langle P \rangle I = A$: “$A$ is the first phase of $P$’s event handler for $I$.”
3. $\langle P \rangle I = A$: “$A$ is the second phase of $P$’s event handler for $I$.”
4. $\langle P \rangle I = Q$: “$P$ compiles to $Q$”

The rule in the judgment $(x := d) < A$ checks that in the target SimpleC there are no references in a sequence on a stack of statements and executes each statement until the stack is empty.

A stack $\sigma$ contains statements $A$ and $A'$ being executed, respectively, in the first and the second phase of an event handler. A step denotes whether the program has received an interrupt ($I$) or has made progress on a computation ($\circ$). Progress is looking up a variable in the environment, evaluating a function argument, applying a function, or updating the store with the results of an assignment. Figure 5 defines the following:

- $S \vdash d \rightarrow d'$: “under store $S$, $d$ evaluates to $d'$ in one step.”
- $(A, S) \hookrightarrow (A', S')$: “executing one-step of assignment sets $A$ produces assignment sets $A'$ and updates store $S$ to $S'$.”
- $(S, \sigma) \hookrightarrow (S', \sigma')$: “one step of execution of program $Q$ updates store $S$ to $S'$ and the program stack $\sigma$ to $\sigma'$.”

The rules in the judgment $S \vdash d \rightarrow d'$ state a variable is evaluated by looking up its value in the environment, and a function is applied after evaluating its arguments. The rules in the judgment $(A, S) \hookrightarrow (A', S')$ state that the computation part of an assignment is evaluated first and then the store is updated with a new value.

The first rule in the judgment $S \vdash d \rightarrow c$ states that a computation which is a variable evaluates to its value in the store. A constant computation evaluates to itself, and a computation which is a function requires evaluating its arguments first and then applying the function.

The first rule in the judgment $S \vdash A \rightarrow S'$ states that executing an empty set of statements does not update the store. The next rule states how executing a sequence of assignment statements updates the store: we evaluate the computation in the first assignment and store the result; then, using the new store we execute the rest of the assignment statements to produce a final store.

The rules in the judgment $S \vdash Q \leftarrow I; S'; S''$ state that an unhandled event does not update the store, and that a handled event executes the assignment sets in first phase, and then using the new store, executes the assignment sets in the second phase.

**A.2.0.2 Small-step semantics:** We develop a new semantics that models how SimpleC programs are executed naturally on a CPU, statement by statement. Compared to the big-step semantics, which relates initial and final program states, a small-step semantics allows to study observable effects from the execution of each program statement (such as changes to the store) and is more suitable for proving important guarantees about P-FRP (Section 5). On $I$, the semantics places $I$’s handler.
The second rule states that a passive behavior compiles to an empty E-FRP program produces an empty handler for $I$ behavior values. This check prevents ambiguity about the results of computations to any of the variables that results are assigned to. This check prevents ambiguity about references to undeclared behaviors.

The first and second rules in the judgment $\langle| \rangle \models (A, A') \vdash \sigma$ are the same as in the previous judgment. The third rule states that an active behavior executed in the first phase compiles to SimpleC where only a temporary copy of the behavior value is changed. The last rule states no handler is produced for an unhandled event.

The first and second rules in the judgment $\langle| \rangle \models A$ are the same as in the previous judgment. The third rule compiles an active behavior executed in the first phase to SimpleC that copies the computed value in the first phase. The next rule generates SimpleC that updates a behavior value in the second phase. The last rule is the same as in the previous judgment.

In the top-level rule, there is a check that there are no references to undeclared behaviors.

Wan et al. [32] show that compilation for the original E-FRP is correct. To help reasoning about compilation, they first define the state of an E-FRP program $P$, written as $\text{state}(P)$, as a store defined by:

**Definition**

$\text{state}(P) \equiv \{x_i \mapsto \text{state}_P(d_i)\} \cup \{x_j \mapsto \text{state}_P(r_j)\}$ where $P \equiv \{x_i = d_i\} \cup \{x_j = r_j\}$ and

- $\text{state}_{P\cup\{x=b\}}(x) \equiv \text{state}_P(b)$
- $\text{state}_P(c) \equiv c$
- $\text{state}_P(f(d_i)) \equiv \text{prim}(f, \text{state}_P(d_i))$
- $\text{state}_P(\text{init} c \text{ in } H) \equiv c$

A state function collects the value of each behavior in an E-FRP program. After collection, the state contains the values of all behaviors in an E-FRP program.

The first part of Theorem A.2 says that after handling an event $I$ in the E-FRP world, the updated E-FRP program compiles to the same SimpleC as the original E-FRP program. This property holds since E-FRP variable values are contained in the program, while SimpleC variables are declared globally and the SimpleC program doesn’t change. The more interesting second statement
says that on I, the values of behaviors in an E-FRP program will be the same as those in the program’s compilation to SimpleC.

Theorem A.2 (Correctness of Compiling E-FRP):
1) \( \llbracket P \rrbracket = Q \land P \vdash S; P' \implies \llbracket P' \rrbracket = Q; \)
2) \( \llbracket P \rrbracket = Q \land P \vdash S; P' \land \text{state}(P) \vdash Q \vdash S_1; S_2 \implies \exists S'. S_1 \equiv S \lor S' \land S_2 \equiv \text{state}(P'); \)

This section provides the formal reasoning about P-FRP.

A.4 Equivalence of Small- and Big-step Semantics for original SimpleC

Theorem A.1 (SimpleC Semantics Equivalence).
1) \( S \vdash d \iff \text{iff } S \vdash d \implies^n c \)
2) \( S \vdash A \iff \text{iff } (A, S) \implies^n (\llbracket A \rrbracket, S') \)
3) \( S \vdash Q \iff S' \land \text{state}(P) \vdash Q \vdash S_1; S_2 \implies \exists S'. S_1 \equiv S \lor S' \land S_2 \equiv \text{state}(P'); \)

Proof: We prove each item separately in Theorem A.1.1, A.1.2, and A.1.3 respectively. In each case we begin with technical lemmas establishing some useful properties of small-step evaluation.

Lemma A.3: If \( S \vdash d_i \implies^n d_i' \), then \( S \vdash f(c_0, \ldots, c_{i-1}, d_i, \ldots, d_n) \implies^n f(c_0, \ldots, c_{i-1}, d_i', \ldots, d_n). \)

Proof: By induction on \( n \) in \( S \vdash d_i \implies^n d_i' \).

Lemma A.4: If \( S \vdash f(c_0, \ldots, c_n) \implies^n c \), then \( S \vdash d_j \implies^n c_j \) for \( j > i \). Moreover, the evaluation sequences for \( d_j \) are strictly shorter than the given evaluation sequence.

Proof: By induction on the length of the given evaluation sequence, \( n \). Since a function application is not a value, there must be at least one step of evaluation. If \( n = 1 \), then immediately by the small-step rule \( S \vdash f(c_0, \ldots, c_n) \implies c \). The final result follows by the definition of \( \implies^n \). Otherwise \( n > 1 \) and \( S \vdash f(c_0, \ldots, c_{i-1}, d_i, \ldots, d_n) \implies f(c_0, \ldots, c_{i-1}, d_i', \ldots, d_n) \) and \( f(c_0, \ldots, c_{i-1}, d_i, \ldots, d_n) \implies^{n-1} c \) and \( S \vdash d_i \implies d_i' \). By the induction hypothesis, \( S \vdash d_j \implies^* c_j \) for \( j > i \). What is left to show is \( S \vdash d_i \implies^* c_i \). Adding the initial step \( S \vdash d_i \implies d_i' \) to the derivation of \( S \vdash d_i \implies^* c_i \) yields the desired result by the definition of \( \implies^n \). It is easy to check that the resulting evaluation sequences are shorter than the original.

(Proof of Theorem A.1.1)

First we show that if \( S \vdash d \implies c \), then \( S \vdash d \implies^n c \) by induction on the derivation of \( \implies \), with a case analysis on the final rule used.
Case (Rule on constants): \( d = c \) Immediate by the definition of \( \rightarrow^0 \).

Case (Rule on variables): \( d = x \) Immediate from the small-step rule on constants and the definition of \( \rightarrow^1 \).

Case (Rule on functions): \( d = f(d_1, \ldots, d_n) \).

\( \text{Lemma A.5:} \) \( x \mapsto c \).

Now we proceed by case analysis on \( d \).

Case \( d = f(c_0, \ldots, c_n) \): Immediate by the big-step rule on functions.

Case \( d = f(c_0, \ldots, c_n) \): By Lemma A.4, \( S \vdash d \rightarrow^* c \).

\( \text{Lemma A.4} \) also tells us that the evaluation sequences for \( d \) are strictly shorter than the given one for \( d \), so the induction hypothesis applies, giving \( \{ S \vdash d \rightarrow^* c \} \).

From these, we use the rule on functions to derive \( S \vdash \).

Case \( d = f(c_0, \ldots, c_n) \): Immediate by the big-step rule on functions.

Case \( d = f(c_0, \ldots, c_n) \): By Lemma A.4, \( S \vdash d \rightarrow^* c \).

\( \text{Lemma A.5:} \) \( x \mapsto c \).

Next we show that if \( S \vdash d \rightarrow^* c \), then \( S \vdash d \rightarrow c \) by induction on the number of steps, \( n \), of small-step evaluation in the given derivation \( (A, S) \rightarrow^* (\langle \rangle, S') \).

The result follows by the big-step rule on empty sequence. Otherwise \( n > 0 \). We proceed by case analysis on the form of \( d \).

Case \( d = x \): Immediate by the big-step rule on functions.

Case \( d = f(c_0, \ldots, c_n) \): Immediate by the big-step rule on functions.

Case \( d = f(c_0, \ldots, c_n) \): By Lemma A.4, \( S \vdash d \rightarrow^* c \).

\( \text{Lemma A.4} \) also tells us that the evaluation sequences for \( d_j \) are strictly shorter than the given one for \( d \), so the induction hypothesis applies, giving \( \{ S \vdash d_j \rightarrow^* c_j \} \).

From these, we use the rule on functions to derive \( S \vdash d \rightarrow c \).

\( \text{Lemma A.5:} \) \( x \mapsto c \).

Next \( n = 0 \), then \( d = c \) or \( d = x \) the result follows by the big-step rule on constants or variables. Otherwise, \( n > 0 \). We proceed by case analysis on the form of \( d \).

Case \( d = x \): Let \( S = \langle \rangle \). Then \( \{ x \mapsto c \} \).

Moreover, the evaluation sequences for \( d \) have \( \{ S \vdash d \rightarrow^* c \} \).

By the induction hypothesis applied to (2), \( (A, d) \rightarrow^* (\langle \rangle, S') \).

Thus we have shown that by the definition of \( \rightarrow^* \), \( (x := d : A', S) \rightarrow^* (\langle \rangle, S') \).

Next we show that if \( (A, S) \rightarrow^* (\langle \rangle, S') \) then \( S \vdash A \) by induction on the number of steps, \( n \), of small-step evaluation in the given derivation \( (A, S) \rightarrow^* (\langle \rangle, S') \).

If \( n = 0 \), then \( A = \langle \rangle, S = S' \). The result follows by the big-step rule on empty sequence. Otherwise \( n > 0 \). We proceed by case analysis on the form of \( A \).

Case \( A = x := d : A' \) Let \( S = \langle \rangle \). Then \( \{ x \mapsto c \} \).

The induction hypothesis applied to (2)+(3), gives \( \{ x \mapsto c \} \).

We know by the big-step rule on constants that \( \{ x \mapsto c \} \).

By Lemma A.6 applied to (2), \( S \vdash d \rightarrow^* c \).

By the definition of \( \rightarrow^* \) and by Theorem A.1.1, \( S \vdash d \rightarrow^* c \).

The induction hypothesis applied to (2)+(3), gives \( \{ x \mapsto c \} \).

Thus we have \( \{ x \mapsto c \} \).

From (1) and the small-step rule, we have \( S \vdash d \rightarrow d' \).

By Lemma A.6 applied to (2), \( S \vdash d \rightarrow^* c \).

By the definition of \( \rightarrow^* \) and by Theorem A.1.1, \( S \vdash d \rightarrow^* c \).

The final result follows from (3) and (4) and the big-step rule on evaluating a sequence of statements.

Case \( A = x := d : A' \) Let \( S = \langle \rangle \). Then \( \{ x \mapsto c \} \).

Next \( n = 0 \), then \( A = \langle \rangle, S = S' \). The result follows by the big-step rule on empty sequence. Otherwise \( n > 0 \). We proceed by case analysis on the form of \( A \).

Case \( A = x := d : A' \) Let \( S = \langle \rangle \). Then \( \{ x \mapsto c \} \).

The induction hypothesis applied to (2)+(3), gives \( \{ x \mapsto c \} \).

We know by the big-step rule on constants that \( \{ x \mapsto c \} \).

By Lemma A.6 applied to (2), \( S \vdash d \rightarrow^* c \).

By the definition of \( \rightarrow^* \) and by Theorem A.1.1, \( S \vdash d \rightarrow^* c \).

The induction hypothesis applied to (2)+(3), gives \( \{ x \mapsto c \} \).

The final result follows from (3) and (4) and the big-step rule on evaluating a sequence of statements.

Case (Rule on non-handled event \( I \)): Immediate by small-step rule on non-handled event \( I \).

Case (Rule on handled event \( I \)): \( Q = \{ I, A', A'' \} \).

Next \( n = 0 \), then \( S \vdash Q \rightarrow^* S'; S'' \).

By Theorem A.1.2, \( (A, S) \rightarrow^* (\langle \rangle, S') \) and \( (A', S') \rightarrow^* (\langle \rangle, S'') \).

Applying Lemma A.7 to (1) yields \( (S, Q, (A, A')) \) and \( (S', Q') \).

Applying Lemma A.7 to (2) yields \( (S'', Q'') \).

Thus \( (S, Q, nil) \) and \( (S', Q') \).

Next we show that if \( (S, Q, nil) \) and \( (S', Q') \), then \( S \vdash Q \rightarrow^* S'; S'' \)

by induction on the number of steps, \( n \), of small-step evaluation in the given derivation \( (S, Q, nil) \) and \( (S', Q') \).
It $n = 0$, then $I \not\in \{I_i\}$ where $Q = \{I_i, A_i, A'_i\}$. Thus $S \vdash Q \rightarrow I; S; S$ by the big-step rule on a non-handled event $I$.

Else if $n = 1$, then $Q = \{(I, \emptyset, \emptyset)\} \cup Q'$ and $(S, Q, \text{nil}) \rightarrow (S, (\emptyset, \emptyset)) \rightarrow^* (S, \text{nil})$. Since $S \vdash \emptyset \rightarrow I; S$, $S \vdash Q \rightarrow I; S; S$.

Otherwise $n > 1$. We proceed by case analysis on the form of $(A, A')$ in $(I, A, A')$.

**Case** $(A, A') = (\emptyset, A')$. We have $(S, Q, \text{nil}) \rightarrow (S, (\emptyset, A'))$, $(S, (\emptyset, A')) \rightarrow (S, (\text{nil}, A'))$, $(S, (\text{nil}, A')) \rightarrow (S, (\text{nil}, A'))$, and $(A, S) \rightarrow (A', S)$. By Lemma A.8, $(A', S) \rightarrow^* (\emptyset, S)$. Thus by the definition of $\rightarrow^*, (A', S) \rightarrow^* (\emptyset, S)$. By Theorem A.1.2, $S \vdash A' \rightarrow S''$. We also have $S \vdash \emptyset \rightarrow S$. The result $S \vdash Q \rightarrow I; S; S''$ follows.

**Case** $(A, A') = (A, A')$. We have $(S, Q, \text{nil}) \rightarrow (S, (A, A'))$, $(S, (A, A')) \rightarrow (S, (\text{nil}, A', A))$, $(S, (\text{nil}, A', A)) \rightarrow (S, (\text{nil}, A', A'))$, and $(A, S) \rightarrow (A', S)$. By Lemma A.8, $(A', S) \rightarrow^* (\emptyset, S)$. Thus by the definition of $\rightarrow^*, (A', S) \rightarrow^* (\emptyset, S)$. By Theorem A.1.2, $S \vdash A' \rightarrow S''$ by the previous (smaller) case. The result $S \vdash Q \rightarrow I; S; S''$ follows.

**A.5 Correctness of Compiling P-FRP**

This section establishes that compilation to C is correct.

Before we prove correctness of compilation, we prove several useful theorems. First, we prove that any syntactically correct program has a compilation (Theorem A.10). Secondly, we prove that the operational semantics of extended SimpleC is deterministic (each configuration has at most one successor) (Theorem A.11). Thirdly, we prove that the operational semantics of the old SimpleC is deterministic (Theorem A.16).

The next lemma A.9 states that compilation generates first phase and second phase statements in SimpleC for every event $I$.

**Lemma A.9**: For all syntactically correct programs $P$, $\text{Prop}(P)$ holds such that $\text{Prop}(P) = \forall I. \exists A_1. (A_1 \equiv \emptyset$ or $A_1 \equiv x := d :: A'_1)$ and $\exists A_2. (A_2 \equiv \emptyset$ or $A_2 \equiv x := d :: A'_2)$ and $\forall P_1 . P_1 = A_1$ and $\forall P_2 . P_2 = A_2$.

**Proof**: Let $P = \{x_i = b_i\}$. We proceed by induction on $i$, the number of behaviors in $P$, assuming that $i$ is finite.

**Case** ($i = 0$): Then $P = \{\}$ and $P$ is syntactically correct. The compilation function handles the case and produces $\{P_1\} = \{\}$ and $\{P_2\} = \{\}$.

**Case** ($i > 0$): Then $P = \{x_i = b_i\}$. We are given that $P$ is syntactically correct. Syntactically correct means that $P$ is produced by the syntax definition and $\bigcup \{F_i(b_i) \subseteq \{x_i\}\}$ (there are no undefined behaviors used in the program).

By the induction hypothesis, $\text{Prop}(P')$ holds where $P'' = \{x_{i-1} = b_{i-1}\}$. and $P''$ is syntactically correct. Assume that $P'' = \{x = b\}$ and $P' = P'' \cup P''$ is syntactically correct (it is produced by the definition of syntax and $\bigcup F_i(b_i) \subseteq \{x_{i-1}\} \cup \{x\}$). We have to show that $\text{Prop}(P)$ holds.

We first show the part of the property that states compilation of the first phase. We know $\{P''\} = A$ for some $A$. We proceed by case analysis on $b$ in $\{x = b\}$.

**Subcase** ($b = d$): To apply the compilation rule, we need to establish that $xt := d < A$. Since $xt$ is fresh, we know that $FV(d) \cap \{xt\} = \emptyset$. Let’s assume that $FV(d) \cap \{xt\} = \emptyset$. Then $FV(d) \cap \{\emptyset\} = \emptyset$. Thus $P'$ has a compilation and part 1 of $\text{Prop}(P)$ holds.

**Subcase** ($b = \text{init} x = c$ in $\{I \rightarrow d\}$): Let’s assume that $(xt := d[x := _xt] < A$. Then we can apply the compilation rule and the part 1 of $\text{Prop}(P)$ holds.

**Subcase** ($b = \text{init} c$ in $\{I \rightarrow d\}$): Analogous.

**Subcase** ($b = \text{init} c$ in $H$ and there is no handler for $I$ in $H$): Analogous.

Secondly, we show the part of the property that states compilation of the second phase. We know $\{P''\} = A$ for some $A$. We proceed by case analysis on $b$ in $\{x = b\}$.

The subcases are analogous to the ones for $\{P''\}$. Thus $\text{Prop}(P')$ holds.

**Theorem A.10 (\{P\} of a Syntactically Correct P):** For all syntactically correct programs $P$, $\text{Prop}(P)$ holds such that $\text{Prop}(P) = \exists Q. (Q \equiv \{(I, A_1)\}^{(1 \in I)} \land \{P\} = Q$ for some set of SimpleC statements $A_1$.

**Proof**: Let $P = \{x_i = b_i\}$. We proceed by induction on $i$, the number of behaviors in $P$, assuming that $i$ is finite.

**Case** ($i = 0$): Then $P = \{\}$ and $P$ is syntactically correct. Let’s pick an arbitrary $I$ in $I$. Then by Lemma A.9, $\{P\} = \{\}$ and $\{P\}_1 = \{\}$. Since $I$ was arbitrary, $\{P\}_1 = \{\}$ and $\{P\}_2 = \{\}$. $\bigcup F_i(b_i) \subseteq \{x_i\}$ holds vacuously. Therefore, by the compilation rule, $\{P\} = Q$ where $Q \equiv \{\}$.

**Case** ($i > 0$): By the induction hypothesis, $\text{Prop}(P')$ holds where $P' = \{x_{i-1} = b_{i-1}\}$, and $P''$ is syntactically correct. Assume that $P' = \{x = b\}$ and $P = P' \cup P''$ is syntactically correct (it is produced by the definition of syntax and $\bigcup F_i(b_i) \subseteq \{x_{i-1}\} \cup \{x\}$). We have to show that $\text{Prop}(P)$ holds.

Since $\text{Prop}(P')$ holds, by the induction hypothesis we have $\{P''\} = \{(I, A''_1 = A''_1)\}^{(1 \in I)}$. By Lemma A.9 applied to $P$ for each $I \in I$ and for the events $I'$ handled by $P'$ not in $I$, so that $I'' = I \cup I'$, it follows that $\{P''\}_1 = A_1$ and $\{P''\}_2 = A_2$. Now the conditions of the top-level compilation rule are fulfilled, so we can apply it to produce a compilation.

**Theorem A.11 (Determinism of Pre-emptive SimpleC)**: If $(S, Q, m, \sigma, q) \xrightarrow{Z} (S', m', \sigma', q')$ and $(S, Q, m, \sigma, q) \xrightarrow{Z} (S'', m'', \sigma'', q'')$, then $S' \equiv S''$, $m' = m''$, $\sigma' = \sigma''$ and $q' = q''$. Where $Z \equiv \{I_1, \sigma_{k1}, I_2, \sigma_{k2}, \ldots, I_n, \sigma_{kn}\}$.

We first prove the same property for $\xrightarrow{\overline{L}}$.\footnote{**Lemma A.12**: If $S \vdash d \xrightarrow{n} d'$ and $S \vdash d \xrightarrow{n} d''$, then $d = d''$.}
Proof: By induction on $n$.

**Lemma A.13**: If $(A,S,m) \xrightarrow{n} (A',S',m')$ and $(A,S,m) \xrightarrow{n} (A'',S'',m'')$ then $A' = A''$, $S' = S''$ and $m' = m''$.

Proof: By induction on $n$.

**Lemma A.14**: If $(S,Q,m,\sigma,q) \xrightarrow{\sigma} (S',m',\sigma',q')$ and $(S,Q,m,\sigma,q) \xrightarrow{\sigma} (S'',m'',\sigma'',q'')$ then $m' = m''$, $\sigma' = \sigma''$, and $\sigma = \sigma''$.

Proof: By induction on $n$.

If $n = 0$, then $m' = m''$, $\sigma' = \sigma'' = \text{nil}$, $q' = q'' = \text{nil}$. Otherwise, $n > 0$. We know that the property holds for $n-1$. Assume that $(S,Q,m,\sigma,q) \xrightarrow{\sigma} (S_{n-1},m_{n-1},\sigma_{n-1},q_{n-1})$. We prove the property for the last step.

Produce by case analysis on the master bit, stack and the queue:

- **Case (mₙ₋₁ = {en,dis},σₙ₋₁ = (I,{},Δ))**: Then only rule Pop applies and determines the result uniquely.
- **Case (mₙ₋₁ = {en,dis},σₙ₋₁ = (I,{},Δ))**: Then only rule Deq2 applies.
- **Case (mₙ₋₁ = en,σₙ₋₁ = (I,{},Δ))**: There are two possibilities. Either $\sigma_{n-1}$ has a handler for $U$ at the front in which case only Deq1 applies or $\sigma_{n-1}$ has a handler for a different event on top, in which case only Deq2 applies.
- **Case (m ≡ en and E(I) < top(q),σ = (I,A,Δ) :: σ')**: Only rule Deq3 applies.
- **Case (m ≡ dis or (m ≡ en and E(I) ≥ top(q)),σ = (I,A,Δ) :: σ')**: This case proceeds by case analysis on $\Delta$. In either case only Step or Restart applies.

Proof: By case analysis on the initial state. If $I \notin \{I\}$, only rule Unh applies for the first step. For the rest of the steps $n$, we have the result by Lemma A.14. Otherwise, $I \in \{I\}$. Suppose that $m \equiv \text{dis}$. Then only rule Enq applies (with further unique restrictions on the state).

We have the result by Lemma A.14. Now suppose that $m \equiv \text{en}$. If $\sigma \equiv (I,Aₙ,nml) :: \sigma'$, the only rule Int applies (with further unique restrictions on the state). We have the result by Lemma A.14. Else if $\sigma \equiv \text{nil}$, only rule Start applies (with further unique restrictions on the state). We have the result by Lemma A.14.

Proof: A.16 Proof is by case analysis on the initial state, analogously to Theorem A.11.

We now show correctness of compiling P-FRP.

**Theorem 5.1 (Correctness of Compiling P-FRP)**. Let $[P]$ be the unique $Q$ such that $[P] = Q$. (We have this $Q$ by compilation determinism [16]). Then,

1. $P \xrightarrow{I} S; P' \xrightarrow{\mathcal{L}_{\sigma}} [P] = [Q]$.
2. $P \xrightarrow{I} S; P' \xrightarrow{\mathcal{L}_{\sigma,n}} [P] = [Q]$.

By induction on $n$. (We refer to $\mathcal{L}_{\sigma,n}$ as the source-compiled FRP semantics).

Proof: 5.1.1 Let $P \equiv \{x_i = b_i\}$, $P' \equiv \{x_i = b'_i\}$. By Theorem A.10 and by compilation, let $[P] \equiv \{(I,\text{dis} :: \langle x_j \rightarrow x_j :: \text{\_x}_j \rightarrow x_j \rangle :: \mathcal{E} :: A_j :: A'_j :: \text{\_x}_j :: \text{\_x}_j :: \mathcal{E} \rangle) \in I\}$. Where $\{P'_1\} = A_j$ and $\{P'_2\} = A'_j$ for $I \in I$, and $\mathcal{FV}(b_i) \subseteq \{x_i\}, x_i \in \text{Updated}\_by\_I(P)$. By the compilation rule, to show that $\{Q\} = [P]$, we have to show $\{P'_1\} = \{P'\}$ and $\{P'_2\} = \{P''\}$ for $I \in I (1), \mathcal{FV}(b_i) \subseteq \{x_i\}$ (2) and Updated\_by\_I(P) = Updated\_by\_I(P') (3).

We show the first part of (1) by picking an arbitrary $I$, and by induction on the number of behaviors in $P', i$, which is the same as the number of behaviors in $P'$. If $i = 0$, then $P' \equiv \{\}$. Then it also must be that $P' \equiv \{\}$. Then by the top-level compilation rule on empty programs, it follows that for the chosen $I$, $\{P'_2\} = \{P'\}$. Otherwise $i > 0$. Let $P \equiv \{x = b\} \cup P$. Assuming $\{P'_1\} = \{P'\}$, we want to show that $\{x = b\} \cup P'_1 = \{x = b\} \cup P'_1$. We proceed by case analysis on $b$.

**Case (b = d for some d)**: By the compilation rule, $\{x = b\} \cup P'_1 = \{x = d\} = A$ where $\{P'_1\} = A$. For $x = d < A$. By the induction hypothesis, $\{P'_1\} = A$. We want to show that $\{x = d\} \subseteq A$. This is easy: we have $d = d'$ by the big-step rule for $\rightarrow (\rightarrow$ does not update passive behaviors).

**Case (b = init c in $\{i \rightarrow d\} \cup H$ for some y, c, d)**: Follows similarly from the fact that $d = d'$.

**Case (b = init c in $\{i \rightarrow d\}$ later $\cup H$ for some y, c, d)**: Follows similarly from the fact that $d = d'$.

We show the second part of (1) analogously to the first part.

To show (2), observe that $\mathcal{FV}(b_i) = FV(b'_i)$. Thus $\mathcal{FV}(b_i) = FV(b'_i) \subseteq \{x_i\}$. (3) follows directly from the definition of Updated\_by\_I.

Proof: 5.1.2

In our proof, we will use the fact that SimpleC and preemptive SimpleC are equivalent under certain circumstances. We write $\emptyset^+$ for the P-FRP compilation function to distinguish it from the compilation function for the original E-FRP, $\emptyset$.
We are given that \( P \xrightarrow{J_1} S; P' \). Let \( Q \) be a shorthand for the unique \( Q \) such that \([P] = Q\) (we have this by Theorem A.16) and let \( \text{state}(P) \vdash Q \xleftarrow{J_1} S_1; S_2 \), for some \( S_1 \) and \( S_2 \). From this by Theorem A.2, we know that \( S_2 \equiv \text{state}(P') \), and thus we have \( \text{state}(P) \vdash Q \xleftarrow{J_1} S_1; \text{state}(P') \). From the latter and Theorem A.1, we know that in the SimpleC world \((\text{state}(P), Q, \text{nil}) \xrightarrow{I_n} (\text{state}(P), \text{nil})\) for some \( n \).

Next, we show that for pre-empitive SimpleC, the latter implies \((\text{state}(P) \cup T, [P]^+; \text{en}, \text{nil}, \text{nil}) \xrightarrow{I_n} (\text{state}(P) \cup T', \text{en}, \text{nil}, \text{nil})\) for some \( m \) where \( x_t \) and \(-x_t\) are in the stores \( T \) and \( T' \) if \( x \in \text{updated}_I(P) \).

Let \( Q^+ \) be a shorthand for the unique \( Q^+ \) such that \([P]^+ = Q^+\). Given \( x_j \in \text{updated}_I(P) \), we have \( Q^+ = \{(I, \text{dis} : \langle x_t \rangle = x_j ; \_x_t \rangle = x_j ; \_x_t \rangle : \text{en} : A_I^x : A_I^x \} \). By the compilation function, \( Q^+ \) can be constructed from \( Q \) by syntactically replacing each \( x_j \) and \(-x_j\) in \( T \) with \( x_t \) and \(-x_t\) respectively where \( x_j \in \text{updated}_I(P) \), adding statements to copy and restore variables and statements to enable/disable interrupts, and merging statements for the two phases.

We divide the steps in the relationship \( \xrightarrow{sm} \) into three sections: copying, computation, and restoring. We prove properties about the store in each section.

First, the copying section takes place. Starting from the initial configuration in extended SimpleC, we have \((\text{state}(P) \cup T, Q^+; \text{en}, (I, \text{dis} : \langle x_t \rangle = x_j ; \_x_t \rangle = x_j ; \_x_t \rangle : \text{en} : A_I^x : A_I^x) \). By the compilation function, \( Q^+ \) can be constructed from \( Q \) by syntactically replacing each \( x_j \) and \(-x_j\) in \( Q \) with \( x_t \) and \(-x_t\) respectively where \( x_j \in \text{updated}_I(P) \). This new store is equivalent to \((\text{state}(P) \cup T^I, \text{en}, (I, \text{dis} : \langle x_t \rangle = x_j ; \_x_t \rangle = x_j ; \_x_t \rangle : \text{en} : A_I^x : A_I^x) \).

Recall that \((\text{state}(P), Q, \text{nil}) \xrightarrow{I_n} (\text{state}(P), \text{nil})\) in SimpleC. We syntactically replace each \( x_j \) and \(-x_j\) in \( T \) with \( x_t \) and \(-x_t\) respectively. The new store is equivalent to \((\text{state}(P) \cup T^I, \text{en}, (I, \text{dis} : \langle x_t \rangle = x_j ; \_x_t \rangle = x_j ; \_x_t \rangle : \text{en} : A_I^x : A_I^x) \). After \( n+1 \) steps the SimpleC machine, starting from state \((\text{state}(P) \cup T^I, Q^+; \text{en})\), we produce a new store, \((\text{state}(P) \cup T^I, \text{en})\). To convert this to \((\text{state}(P), \text{en})\), we only need remove \text{en}\) and overwrite the entries for \( x_j \) and \(-x_j\) in \( \text{state}(P) \) with \( x_t \) and \(-x_t\) respectively (1).

We want to show that if we perform \( n \) computation steps, the extended machine will perform the exact same computations on the \( n \) assignment statements on top of the interrupt stack as the machine in start state \((\text{state}(P) \cup T^I, Q^+; \text{en})\). It can easily be shown by induction on \( n \) that \((\text{state}(P) \cup T^I, Q^+; \text{en}, (I, A_I^x : A_I^x \} : \text{dis} : \langle x_t \rangle = x_j ; \_x_t \rangle = x_j ; \_x_t \rangle : \text{en} : A_I^x : A_I^x) \) can easily be shown by induction on \( n \) that \((\text{state}(P) \cup T^I, Q^+; \text{en}, (I, A_I^x : A_I^x \} : \text{dis} : \langle x_t \rangle = x_j ; \_x_t \rangle = x_j ; \_x_t \rangle : \text{en} : A_I^x : A_I^x) \). Finally, in the restoring section, we perform exactly what is described in (1) to get \((\text{state}(P) \cup T^I, Q^+; \text{en}, (I, \text{dis} : \langle x_t \rangle = x_j ; \_x_t \rangle = x_j ; \_x_t \rangle : \text{en} : A_I^x : A_I^x) \). 

(A.6 Stack boundedness)

**Theorem 5.2 (Stack boundedness).** If \((Q, \text{en}, (I_0, A, \text{nil}) : \sigma, q) \xrightarrow{Z} (S', \text{en}, \sigma', q)(I_0, A, \text{nil}) : \sigma, q')\) then the maximum value of \(\text{size}(\sigma')\) is \(\text{lmax} - E(I_0)\) where \(Z = I_1, \ldots, I_0, \sigma, \sigma\), and \(\text{lmax}\) is the greatest interrupt priority at the system.

**Proof:** Let \(E(I_i) = i\), for \(i \in [0;n]\). By examining the rules, we observe that the stack grows only in the rule for an arriving interrupt \(I\) whose priority is higher than the one of the currently processing interrupt and for rule \text{Dir3} which starts higher priority handlers in the queue. In the other case, the interrupt is queued and the stack doesn’t grow. Without loss of generality, assume that \(0 < \text{lmax} - l_0 < n\) (there are more interrupts than the difference between priorities \(\text{lmax}\) and \(l_0\) and \(l_0\) is not of the highest priority). Also assume the case when \(l_0 < l_1 < \ldots < l_{\text{lmax}}\) is \(l_{\text{lmax}} < l_{\text{lmax}-l_0+1} < \ldots < l_n\) (the first few interrupts are strictly increasing in priority). Finally, assume the worst case: no handler finishes executing (that is, none of the rules for a stack containing \((I, \sigma, \Delta)\) on its top are applied). In this case \(\text{size}(\sigma') = \text{lmax} - l_0\) and this is the maximum stack size. We show this formally.

We proceed by induction on the number of interrupts, \(n\) our invariant is \(\text{size}(\sigma') < \text{lmax} - E(I_0)\).

**Case** \((n = 0, Z = \emptyset): \) Then \(\sigma' = \text{nil}\), so \(\text{size}(\sigma') < \text{lmax} - E(I_0)\).

**Case** \((n > 0): \) Let \(d = \text{lmax} - E(I_0)\) and let \(\sigma' = \{\text{nil} | (I_{n-1}, A_{n-1}, \text{nil})\} : \sigma''\). By the induction hypothesis \(\text{size}(\sigma'') < d\). Two cases are possible by assumption: \(E(I_{n-1}) > E(I_{n})\) and \(E(I_{n}) = E(I_{n-1})\). We consider each in turn. In the first case, either \(\text{size}(\sigma'') = d - 1\) or \(\text{size}(\sigma'') < d - 1\). If \(\text{size}(\sigma'') = d - 1\), only rule \text{Int} applies and the stack grows by 1. By assumption, it must be that \(n = l - l_0\), so \(E(I_{n-1}) = \text{lmax}\). But then \(E(I_{n}) > \text{lmax}\) which is a contradiction. Otherwise \(\text{size}(\sigma'') < d - 1\) and the stack grows by at most 1 by rule \text{Int}. For the second case, either \(\text{size}(\sigma'') = d - 1\) or \(\text{size}(\sigma'') < d - 1\). If \(\text{size}(\sigma'') = d - 1\), \(n - 1 = \text{lmax} - l_0\) and by assumption \(E(I_{n-1}) = \text{lmax} = E(n)\). Then only rule \text{Enq} applies \(\text{size}(\sigma'') = \text{size}(\sigma') < d\). Otherwise \(\text{size}(\sigma'') < d - 1\), by rule \text{Enq}, \(\text{size}(\sigma') = \text{size}(\sigma'')\).

(A.7 Reordering)

The next theorem shows that when an enabled higher-priority event occurs while another handler is running, the resulting state is some state where the two corresponding handlers have executed atomically.

**Theorem 5.3 (Reordering).** Assuming \(E(I) > E(I_1)\) for all \(L_i \in q\), if \((S, Q, \sigma, q) \xrightarrow{Z} (S', \text{en}, (I, A, \text{nil}) : \sigma, q)(S', Q, \text{en}, (I, A, \text{nil}) : \sigma, q)\) and \((S', Q, \sigma, q) \xrightarrow{Z} (S', Q, \text{en}, (I, A, \text{nil}) : \sigma, q)\).
\[ \sigma, q \xrightarrow{J_1} (S''_n, en, \sigma, q) \] for some \( n \) and \( m \), then either of 1-3 holds:

1. \( A \neq \emptyset \), \( Z \equiv I, \ldots, Z_1 \equiv \sigma_m \) and \((S, Q, en, \sigma, q) \xrightarrow{J_{01}} (S, \sigma, q)\) and \((S, Q, en, \sigma, q) \xrightarrow{J_{00}} (S''_n, \sigma, q)\) for some \( j \) and \( i \).

2. \( A \neq \emptyset \), \( Z \equiv I, \ldots, Z_1 \equiv \sigma_m \) and \((S, Q, en, \sigma, q) \xrightarrow{J_{01}} (S, \sigma, q)\) and \((S, Q, en, \sigma, q) \xrightarrow{J_{00}} (S''_n, \sigma, q)\) for some \( j \) and \( i \).

3. \( A = \emptyset \), \( Z \equiv I, \ldots, Z_1 \equiv \sigma_m \) and \((S, Q, en, \sigma, q) \xrightarrow{J_{01}} (S, \sigma, q)\) and \((S, Q, en, \sigma, q) \xrightarrow{J_{00}} (S''_n, \sigma, q)\) for some \( j \) and \( i \).

We begin by proving a lemma that given an initial store and two stacks, the continuous execution of a handler for a higher-priority interrupt using each of the two stacks produces the same store regardless of the stacks’ contents.

**Lemma A.17 (Lifting):** Given that \( E(J) > E(U) \) where \( \sigma \equiv (U, A, \Delta) \vdash \sigma'' \), and \( E(J) > E(U') \) where \( \sigma' \equiv (U', A', \Delta') \vdash \sigma'' \), we have \((S'_n \sqcup S'_m) \vdash \sigma, q \) iff \((S_n \sqcup S_m) \vdash \sigma, q' \) iff \((S'_n \sqcup S'_m) \vdash \sigma, q, q' \) iff \((S_n \sqcup S_m) \vdash \sigma, q, q' \).

We assume \( E(J) > E(U) \) for all \( I \in \sigma \). The same property holds if either \( \sigma \) or \( \sigma' \) is empty.

**Proof:** By the definition of \( J_{01} \), then by rule \( Int \), and finally by simple induction on \( J \) using rules \( StepL, StepR \) and \( Deq1/Deq2 \). If either \( \sigma \) or \( \sigma' \) is empty, we use rule \( Start \) instead of rule \( Int \).

**Case (5.3.2):** Since \((S, Q, en, \sigma, q) \xrightarrow{J_{00}} (S', \sigma, q, q', q'' \rangle \) and interrupts are enabled in the result, by the definition of the transition \( \xrightarrow{J_{00}} \) and the semantics rules for interrupts and computation, we know that \( A \) does not contain statements that copy variables or toggle interrupts.

If \( n > 0 \), the handler for \( I \) is interrupted while processing its body. We take \( n \) steps on \( I \)'s handler without updating the non-temporary variables of store \( S \). Let \( S \equiv S_n \sqcup S_m \sqcup S_j \) where \( S_n \) are the temporary variables used in computing \( I \)'s handler and \( J \)'s handler respectively. We have \((S_n \sqcup S_m \sqcup S_j, Q, en, \sigma, q) \xrightarrow{J_{00}} (S_n \sqcup S_m \sqcup S_j, en, (I, A, nml) :: \sigma, q) \) and then by rule \( \text{Restart} \), we have \((S_n \sqcup S_m \sqcup S_j, Q, (I, A, nml) :: \sigma, q) \xrightarrow{J_{00}} (S_n \sqcup S_m \sqcup S_j, en, (I, A, nml) :: \sigma, q) \). Now by rules \( \text{Step and Deq1/Deq2} \), \((S_n \sqcup S_m \sqcup S_j, Q, en, (I, A, nml) :: \sigma, q) \xrightarrow{J_{00}} (S_n \sqcup S_m \sqcup S_j, en, \sigma, q) \).

To show the result, by Lemma A.17 applied to (1), we have \((S_n \sqcup S_m \sqcup S_j, Q, en, \sigma, q) \xrightarrow{J_{00}} (S_n \sqcup S_m \sqcup S_j, \sigma, q) \).

Then by rule \( \text{Start} \) and rules \( \text{Step} \) and \( \text{Deq1/Deq2} \), we have \((S'_n \sqcup S'_m \sqcup S'_j, Q, en, \sigma, q) \xrightarrow{J_{00}} (S'_n \sqcup S'_m \sqcup S'_j, \sigma, q) \).

Thus the non-temporary variables have the same values.

Otherwise, if \( n = 0 \), the handler for \( I \) is interrupted immediately after it was placed on the stack and before copying. We follow the same reasoning as before.

**Case (5.3.3):**

If \( n_1 > 0 \), \( J \) occurs while \( I \) is restoring. Our semantics runs \( J \) after \( I \) finishes restoring (i.e. \( A \equiv \emptyset \)), but does not restart the handler for \( I \) in this case. We have \((S, Q, en, \sigma, q) \xrightarrow{J_{00}} (S', \sigma, q) \) for some \( \sigma' \). Then by rule \( \text{Enq} \), we have \((S_d, dis, (I, A', nml) :: \sigma, q) \rightarrow (S_d, dis, (I, A', nml) :: \sigma, J :: q) \) for some \( A' \). Then by \( n_1 \) applications of rule \( \text{Step} \), we have \((S_d, dis, (I, A', nml) :: \sigma, J :: q) \xrightarrow{J_{00}} (S', \sigma, q) \).

To show the result, by rules \( \text{Step and Deq1} \), we have \((S, Q, en, \sigma, q) \xrightarrow{J_{00}} (S', \sigma, q) \).

By Lemma A.17 applied to (1), we have \((S', Q, en, \sigma, q) \xrightarrow{J_{00}} (S', \sigma, q) \).

Otherwise, if \( n_1 = 0 \), the computations on \( I \)'s handler completed and interrupt \( J \) occurred before we removed the empty handler for \( I \) from the stack. Our semantics runs \( J \) but does not restart the handler for \( I \) in this case. We have \((S, Q, en, \sigma, q) \xrightarrow{J_{00}} (S', \sigma, q) \).

Then for some \( m' \) such that \( m' + 1 = m \), we have \((S', Q, en, (I, \sigma, q) \xrightarrow{J_{00}} (S', \sigma, q) \) by rule \( \text{Step} \) and rules \( \text{Step} \). Then by rule \( \text{Deq1} \), we have \((S', Q, en, \sigma, q) \xrightarrow{J_{00}} (S', \sigma, q) \).

To show the result, by rules \( \text{Step and Deq1} \), we immediately have \((S, Q, en, \sigma, q) \xrightarrow{J_{00}} (S', \sigma, q) \).

By Lemma A.17 applied to (1), we have \((S', Q, en, \sigma, q) \xrightarrow{J_{00}} (S', \sigma, q) \).

**Case (5.3.1):** In this case, the handler for interrupt \( I \) is placed on the stack, and \( J \) occurs while \( I \) was copying. \( J \) is queued and immediately started when \( I \) finishes copying. \( I \) is restarted when \( J \) completes.

Following the semantics, we have for some \( A_I \) and \( S_d, (S, Q, en, \sigma, q) \xrightarrow{J_{00}} (S_d, dis, (I, A_I, nml) :: q) \). Then by rule \( \text{Enq} \), \((S_d, dis, (I, A_I, nml) :: q) \rightarrow (S_d, dis, (I, A_I, nml) :: q) \) by rule \( \text{Step} \) and rules \( \text{Step} \) and \( \text{Step} \) and finally by rule \( \text{Deq1} \), we have \((S', Q, en, (I, A_I, nml) :: q) \).

By rule \( \text{Step} \), \( m_1 \) applications of rule \( \text{Step} \), an application of rule \( \text{Restart} \), \( m_2 \) applications of rule \( \text{Step} \) and finally by rule \( \text{Deq1} \), we have \((S', Q, en, (I, A_I, nml) :: q) \).

We show the result by Lemma A.17 applied similarly as in the previous two cases.
A.8 E-FRP Small-Semantics

Figure 8 defines the small-step operational semantics of an E-FRP program. There are three judgments:

- \( P \vdash b \Downarrow c \): “on event \( I \), behavior \( b \) yields \( c \) in one step.”
- \( P \vdash T \Downarrow T' \): “on event \( I \), evaluating tag \( T \) produces tag \( T' \) in one step.” A tag \( T \), when equal to \( \text{Start} \) contains a behavior whose value we will be calculating and that we will be updating. Tags \( \text{Active} \), \( \text{Passive} \), and \( \text{Done} \) contain the calculation and updating parts for the same behavior. This corresponds to the judgements \( P \vdash b \Downarrow c \) and \( P \vdash b \Downarrow b' \) in the big-step semantics. The tag allows us to take multiple steps on the same behavior simultaneously w.r.t. to computation and updating.
- \( S; P_O; P_S; P_T; T \Downarrow S'; P'_S; P'_T; T' \): “on event \( I \), given an initial store \( S \), a program \( P_O \), a source program \( P_S \), a target program \( P_T \) which collects evaluated statements from the source program, and a tag \( T \), the program \( P_O \) yields store \( S' \) and \( P_S \), \( P_T \), \( T' \) are updated to \( P'_S \), \( P'_T \), \( T' \) respectively in one step.” This judgement corresponds to the big-step judgment on programs where a program is updated in a single step. In the small-step case, we take multiple steps on each statement of the program. \( P_O \) is the whole program. \( P_S \) contains statements of that program we haven’t processed, and \( P_T \) contains statements of the same program we have processed. Initially, at the start of evaluation of the program, \( P_S \equiv P_O \), and at the end of the evaluation, \( P_O \equiv P_T \), where \( P'_O \) is the updated program.

We define the judgment for modeling taking multiple steps in the semantics at one time in Figure 9.

We prove that the small-step operational semantics of E-FRP is equivalent to the big-step semantics of E-FRP.

**Theorem A.18 (E-FRP Semantics Equivalence):**

1. \( P \vdash b \Downarrow c \) ifff \( P \vdash b \Downarrow^* c \).
2. \( P \vdash b \Downarrow c; b' \) ifff \( P \vdash \text{Start}(b) \Downarrow^* \text{Done}(c,b') \).
3. \( \{ x_i = b_i \}_{i \in K} \Downarrow \{ x_i = c_i \}_{i \in K} \iff \{ x_i = b_i \}_{i \in K, \ l} \Downarrow \{ x_i = c_i \}_{i \in K, \ l} \).

**Proof:** We prove each item separately in Theorem A.18.1, A.18.2, and A.18.3 respectively. In each case we begin with technical lemmas establishing some useful properties of small-step evaluation.

**Lemma A.19:** For all \( n \geq 0 \), if \( P \vdash d_i \Downarrow^* d' \), then \( P \vdash f(c_0, \ldots, c_{i-1}, d_i, \ldots, d_n) \Downarrow^* f(c_0, \ldots, c_{i-1}, d'_i, \ldots, d_n) \).

**Proof:** By induction on the number of steps, \( n \), of small-step evaluation in \( f(c_0, \ldots, c_{i-1}, d'_i, \ldots, d_n) \Downarrow^* f(c_0, \ldots, c_{i-1}, d_i, \ldots, d_n) \).

**Case** \( n = 1 \): Then \( f(c_0, \ldots, c_{i-1}, d'_i, \ldots, d_n) \Downarrow^* f(c_0, \ldots, c_{i-1}, d_i, \ldots, d_n) \) if we have

(by definition of \( \Downarrow^* \)). The latter is true by the small step rule on functions with non-constant arguments since we know \( P \vdash d_i \Downarrow d'_i \) after expending the definition of \( \Downarrow^* \) in \( P \vdash d_i \Downarrow d'_i \).

**Case** \( (n = m + 1) \): We are given \( P \vdash d_i \Downarrow^* d''_i \) and \( P \vdash d''_i \Downarrow^* d'_i \) (1) and \( P \vdash d''_i \Downarrow^* d'_i \) (2). From (1) and the small-step rule on functions with non-constant arguments, it follows that \( P \vdash f(c_0, \ldots, c_{i-1}, d'_i, \ldots, d_n) \Downarrow^* f(c_0, \ldots, c_{i-1}, d''_i, \ldots, d_n) \) (3). From (2), by the induction hypothesis we have \( P \vdash f(c_0, \ldots, c_{i-1}, d''_i, \ldots, d_n) \Downarrow^* f(c_0, \ldots, c_{i-1}, d'_i, \ldots, d_n) \) (4). From (3) and (4) by the definition of \( \Downarrow^* \), we have \( f(c_0, \ldots, c_{i-1}, d'_i, \ldots, d_n) \Downarrow^* f(c_0, \ldots, c_{i-1}, d'_i, \ldots, d_n) \).

**Lemma A.20:** If \( P \vdash f(d_0, \ldots, d_n) \Downarrow^* c \), then \( \{ P \vdash d_j \Downarrow^* c_j \}_{j \in \{0, \ldots, n\}} \) for some constants \( c_j \). Moreover, the evaluation sequences for \( c_j \) are strictly shorter than the given evaluation sequence.

**Proof:** By induction on the length of the evaluation sequence \( \Downarrow^* \). Since a function is not a value, \( k > 0 \); i.e. there must be at least one step of evaluation. Proceed by a case analysis on the small-step rule used in this step.

**Case** (rule on functions with constant arguments): It must be that \( k = 1 \). Then the result holds immediately since \( P \vdash \{ c_j \} \Downarrow^* c_j \) where the constants \( \{ c_j \}_{j \in \{0, \ldots, n\}} \) are the same as the arguments of the function. Moreover, the evaluation sequences for \( c_j \) are clearly shorter.

**Case** (rule on functions with non-constant arguments): We have \( P \vdash f(d_0, \ldots, d_n) \Downarrow^* c \) and \( P \vdash f(d_0', \ldots, d_n) \Downarrow^* c \) (1) and \( P \vdash f(d_0', \ldots, d_n) \Downarrow^* d'_0 \) (2). By the small-step rule on functions with non-constant arguments, from (1) we have \( P \vdash d_0 \Downarrow^* d'_0 \) (3). By the induction hypothesis applied to (2), we have \( \{ P \vdash d_j \Downarrow^* c_j \}_{j \in \{0, \ldots, n\}} \) for some constants \( \{ c_j \}_{j \in \{0, \ldots, n\}} \) (4) and \( P \vdash d'_0 \Downarrow^* c_0 \) for some constant \( c_0 \) (5). In addition, the evaluation sequences for (4) and (5) are less than \( k - 1 \) in length. From (3) and (5) we have by the definition of \( \Downarrow^* \) that \( P \vdash d_0 \Downarrow^* c_0 \) (6). We get our final result by combining (4) and (6) and the fact that the evaluation sequence for \( d_0 \) is shorter than \( k \) steps, and the evaluation sequences for \( d_j \) are shorter than \( k - 1 \) steps.

**Lemma A.21 (Weakening):** \( \forall b, b', b'' \), \( P \vdash f'' \equiv P \cup \{ x = b \} \) and \( \{ x \} \cap \text{FV}(b) = \emptyset \), then \( P \vdash b \Downarrow^* b'' \) if \( P' \vdash b \Downarrow^* b'' \).

**Proof:** By induction on the number of steps, \( k \), of small-step evaluation in \( \Downarrow^* \).

(=>) By induction on the number of steps, \( k \), of small-step evaluation in \( \Downarrow^* \).
Progress Tag

\[ T ::= \text{Start}(b) \mid \text{Active}(b, b) \mid \text{Passive}(b, b) \mid \text{Done}(b, b) \]

\[
\begin{align*}
P \vdash b \xrightarrow{c} b' & \quad \text{Prim}(f, \langle c \rangle) = c \\
P \cup \{x = c\} \vdash x \xrightarrow{b} & \quad P \vdash \text{Start}(b) \cup H \quad \forall \text{H'} \forall d. H \neq \{I \Rightarrow d\} \cup H' \\
P \vdash d \xrightarrow{b} & \quad P \vdash \text{Passive}(d, d) \quad \forall \text{H'} \forall d. H \neq \{I \Rightarrow d\} \cup H' \\
P \vdash \text{Start}(d) \xrightarrow{c} & \quad P \vdash \text{Passive}(c, d) \quad \forall \text{H'} \forall d. H \neq \{I \Rightarrow d\} \cup H' \\
P \vdash \text{Passive}(c, d) \xrightarrow{c} & \quad P \vdash \text{Passive}(c, d) \quad \forall \text{H'} \forall d. H \neq \{I \Rightarrow d\} \cup H' \\
P \vdash \text{Start}(init \ x = c \text{ in } H) \xrightarrow{1} & \quad P \vdash \text{Start}(init \ x = c \text{ in } H) \xrightarrow{1} \text{Done}(c, init \ x = c \text{ in } H) \\
P \vdash \text{Done}(c, init \ x = c \text{ in } H) \xrightarrow{1} & \quad P \vdash \text{Done}(c, init \ x = c' \text{ in } H) \\
\end{align*}
\]

\[
\begin{align*}
S; P_O; P_S; P_T \xrightarrow{c} S'; P'_S; P'_T; T' & \quad \{x_i \mapsto c_i\}^{i \in \{1; \ldots; k\}} \cup \{x_{l+1} \mapsto c_{l+1}\} \cup \{x_i \mapsto c_i\}^{i \in \{1; \ldots; i\}}; \{x_i = b_i\}^{i \in \{1; \ldots; k\}} \cup \{x_{l+1} = b_{l+1}\}; \{x_i = b_i\}^{i \in \{1; \ldots; l+1\}} \\
\end{align*}
\]

\[
\begin{align*}
P_O \vdash \text{Start}(b_{l+1}) \xrightarrow{c} T(b_{l+1}', b_{l+1}'') & \quad S; P_O; P_S; P_T; \text{Start}(b_{l+1}) \xrightarrow{1} S; P_S; P_T; T(b_{l+1}', b_{l+1}'') \\
P_O \vdash T(b_1; b_2) \xrightarrow{c} T(b_1', b_2') & \quad S; P_O; P_S; P_T; T(b_1; b_2) \xrightarrow{1} S; P_S; P_T; T(b_1', b_2') \\
P_O \vdash \text{Done}(c', b_2') & \quad S; P_O; P_S; P_T; T(b_1; b_2) \xrightarrow{1} (S - \{x_{l+1} \mapsto c\}) \cup \{x_{l+1} \mapsto c'\}; \{x_i = b_i\}^{i \in \{1; \ldots; l\}} \cup \{x_{l+1} = b_{l+1}\}; \{x_i = b_i\}^{i \in \{1; \ldots; i\}} \cup \{x_{l+1} = b_{l+1}\} \cup P_T; \text{Done}(c, b_2') \\
\end{align*}
\]

Fig. 8. Small-step Operational Semantics of E-FRP
Fig. 9. Multiple Steps in the Small-step Operational Semantics of E-FRP

If \( k = 0 \), then \( b \) is a constant. The result is immediate by the definition of \( \vdash^{0} \). Otherwise, \( k > 0 \). By the definition of \( \vdash^{k} \), we have \( P \vdash b \downarrow_{S_{1}} b' \) for some \( b'' \) (1) and \( P \vdash b'' \downarrow^{k-1} b'' \) (2). The induction hypothesis states that it is the case that \( \forall b', b'', P, \text{ if } P' \equiv P \cup \{ x = b' \} \) and \( \{ x \} \cap \text{FV}(b) = \emptyset \), then \( P \vdash b \downarrow^{k-1} b'' \) implies \( P' \vdash b \downarrow^{k-1} b'' \). In particular, the induction hypothesis applies to (2) since \( \{ x \} \cap \text{FV}(b'') = \emptyset \). The latter holds because \( \downarrow_{S_{1}} \) does not introduce new behaviors (statements of the form \( x = b \)) to the program \( P \), so \( \text{FV}(b') = \text{FV}(b'') \). Thus by induction, we have \( P \cup \{ x = b' \} \vdash b'' \downarrow^{k-1} b'' \) (3). We proceed by case analysis on \( b \) in (1).

**Case** \( (b = x') \): There are two possibilities. First, we can have \( P'' \cup \{ x' = c \} \vdash x' \downarrow c \) and \( \{ x \} \cap \text{FV}(x') = \emptyset \) where \( P \equiv P'' \cup \{ x' = c \} \). By the induction hypothesis and by definition of \( \vdash^{*} \), we have \( P'' \cup \{ x' = b_{iv} \} \vdash x' \downarrow b'' \) and \( \{ x \} \cap \text{FV}(x') = \emptyset \) where \( P \equiv P'' \cup \{ x' = b_{iv} \} \). By the induction hypothesis and by definition of \( \vdash^{*} \), we have \( P'' \vdash x' \downarrow b'' \) (4a). Alternatively, \( P'' \cup \{ x' = b_{iv} \} \vdash x' \downarrow b'' \) and \( \{ x \} \cap \text{FV}(x') = \emptyset \) where \( P \equiv P'' \cup \{ x' = b_{iv} \} \). By the induction hypothesis and by definition of \( \vdash^{*} \), we have \( P'' \vdash x' \downarrow b'' \) (4b). The final result \( P' \vdash b \downarrow^{k} b'' \) follows by the definition of \( \downarrow^{*} \) from (3) and (4a) or (3) and (4b).

**Case** \( (b = f \langle c_1 \rangle) \): Immediate by the small-step rule in functions with constant arguments and the definition of \( \downarrow^{k} \).

**Case** \( (b = f \langle d_1 \rangle) \): (1) has the form \( P \vdash f \langle d_0, \ldots, d_n \rangle \downarrow f \langle d_0', \ldots, d_n' \rangle \). We also have \( P \vdash d_0 \downarrow d_0' \) and \( \{ x \} \cap \text{FV}(d_0) = \emptyset \). It must be that \( \{ x \} \cap \text{FV}(d_0') = \emptyset \) since \( \downarrow_{S_{1}} \) does not introduce new behaviors to \( P \). By the induction hypothesis and by definition of \( \vdash^{*} \), we have \( P' \vdash d_0 \downarrow d_0' \). Thus we have \( P' \vdash f \langle d_0, \ldots, d_n \rangle \downarrow f \langle d_0', \ldots, d_n' \rangle \) (5). The final result follows from (5) and (3) by definition of \( \vdash^{*} \).

**Case** \( (b = \text{init} \ x = c \in \{ I \Rightarrow d \} \cup H) \): We have \( P \vdash \text{init} \ x = c \text{ in } \{ I \Rightarrow d \} \cup H \downarrow b'' \). By small-step rule, \( P \vdash d[x := c] \downarrow b'' \). Clearly \( \{ x \} \cap \text{FV}(d[x := c]) = \emptyset \). Then by the induction hypothesis and by definition of \( \vdash^{*} \), we have \( P' \vdash d[x := c] \downarrow b'' \). By small-step rule, we have \( P' \vdash \text{init} \ x = c \text{ in } \{ I \Rightarrow d \} \cup H \downarrow b'' \) (6). The final result follows from (6) and (3) by definition of \( \vdash^{*} \).

**Case** \( (b = \text{init} \ x = c \in H \text{ and } \forall H'. \forall d. H \neq \{ I \Rightarrow d \} \cup H') \): Immediate by the small-step rule and definition of \( \vdash^{*} \).

\[ (\Rightarrow \Rightarrow) : \text{By induction on the number of steps, } k, \text{ of small-step evaluation in } \downarrow^{k}. \text{ Analogously to } (\Rightarrow \Rightarrow). \]

**Proof:** (Theorem A18.1)

We first show that if \( P \vdash b \downarrow c \), then \( P \vdash b \downarrow^{k} c \) for some non-negative integer \( k \) by induction on the derivation of \( \vdash \), with a case analysis on the final rule used. The induction hypothesis states that the property is true for the premises of the final rule used.

**Case** \( \text{(Rule on variables): } b = x \text{ } \vdash x \downarrow c \text{ and } P \vdash b \downarrow^{k} c \text{ for some behavior } b'. \text{ By the induction hypothesis, } P \vdash b' \downarrow^{k} c \text{ for some non-negative integer } k. \text{ If } k = 0, \text{ then } b' = c. \text{ Then by the small-step rule on variables } P \vdash x = c \vdash x \downarrow^{k} c. \text{ Now by definition of } \downarrow^{k}, P \vdash x = c \vdash x \downarrow^{k} c. \text{ Otherwise } k > 0. \text{ we know} \]
follows from the big-step rule on variables. Otherwise, on non-constant variables. Thus for some variables. Then the last rule used in the sequence is the rule on constant production on the number of steps of small-step evaluation. Result is immediate by small-step rule on a handler that is immediate by small-step rule on constants. Otherwise, on non-constant variables. Thus for some variables.

Case (Rule on constants): \( b = c \) We immediately have \( P \vdash ^I c \) by definition of \( \rightarrow^I_n \).

Case (Rule on functions): \( b = f(d_i), \{ P \vdash d_i \rightarrow^I c_i \} \), \( \text{prim}(f, \{ c_i \}) \equiv c \). By the induction hypothesis, \( P \vdash d_i \rightarrow^{k_i} c_i \) for some non-negative integers \( k_i \). Now by applying Lemma A.19 \( i \) times, \( P \vdash f(d_0, \ldots, d_n) \rightarrow^* f(c_0, \ldots, c_n) \) assuming \( i \in [0, n] \). Finally, by the small-step rule on function primitives, \( P \vdash f(c_0, \ldots, c_n) \rightarrow^I c \) thus what we had to prove holds.

Case (Rule on handler that includes \( I \)): \( b = \text{init} \ x = c \) in \( \{ I \Rightarrow d \} \cup H \) and \( b \rightarrow^I c' \). Then \( P \vdash d[x := c] \rightarrow^I c' \).

Case (Rule on handler that does not include \( I \)): \( b = \text{init} \ x = c \) in \( H, \forall H'. \forall d. H \neq \{ I \Rightarrow d \} \cup H' \), and \( b \rightarrow^I c \). Result is immediate by small-step rule on a handler that does not include \( I \).

We now show that if \( P \vdash b \rightarrow^I c \), then \( P \vdash b \rightarrow^I c \) by induction on the number of steps of small-step evaluation in the derivation \( P \vdash b \rightarrow^I c \).

If \( k = 0 \) steps, then \( b = c \) and the result follows by the big-step rule on constants.

Otherwise, \( k > 0 \). We proceed by case analysis on the form of \( b \).

**Case \( b = x \):** Then \( P \uplus \{ x = b' \} \vdash x \rightarrow^I c \). If \( k = 1 \), the last rule used in the sequence is the rule on constant variables. Then \( b' = c \) and \( P \uplus \{ x = c \} \vdash x \rightarrow^I c \). The result follows from the big-step rule on variables. Otherwise \( k > 1 \) and the last rule used in the sequence is the rule on non-constant variables. Thus for some \( b'' \), \( P \uplus \{ x = b' \} \vdash x \rightarrow^I b'' \) and \( P \vdash b' \rightarrow^I b'' \). By definition of \( \rightarrow^I_n \), we also know \( P \uplus \{ x = b' \} \vdash b'' \rightarrow^{k-1} I c \). By weakening applied to (2), and by (1), \( P \vdash b' \rightarrow^I c \). By the induction hypothesis, \( P \vdash b' \rightarrow^I c \). The result follows from the big-step rule on variables.

**Case \( b = f(d_0, \ldots, d_n) \):** If \( k = 1 \), the last small-step rule used in the sequence is the rule on functions with constant arguments. Then by the big-step rule on functions we have \( P \vdash f(d_0, \ldots, d_n) \rightarrow^I c \). Otherwise, \( k > 1 \). The last small-step rule used in the sequence is the rule on functions with non-constant arguments. By Lemma A.20, \( \{ P \vdash d_i \rightarrow^I c_i \}_i \). By the induction hypothesis, \( \{ P \vdash d_i \rightarrow^I c_i \}_i \). It must be that the first rule in the \( P \vdash b \rightarrow^I c \) sequence is the rule on functions with constant arguments. Thus we have \( \text{prim}(f, \{ c_i \}) \equiv c \). Now by the big-step rule on functions, we have our final result.

**Case (init \( x = c' \) in \( \{ I \Rightarrow d \} \cup H \):** The last small-step rule used in the sequence must be rule on active behaviors with a handler for \( I \). If \( k = 1 \), then \( d = c'' \). The result follows immediately from the big-step rule on active behaviors with a handler for \( I \). Otherwise, \( k > 1 \). Then \( P \vdash \text{init} \ x = c' \) in \( \{ I \Rightarrow d \} \cup H \rightarrow^I b' \) (1) and \( P \vdash b \rightarrow^I c \) (2). From (1), we have \( P \vdash d[x := c'] \rightarrow^I b' \) (3). From (2), by the induction hypothesis, we have \( P \vdash b \rightarrow^I c' \) (4). From (3) and (4), it must be that \( P \vdash d[x := c'] \rightarrow^I c \). Thus by the big-step rule on active behaviors with a handler for \( I \), we have our final result.

**Lemma A.22:** If \( P \vdash b_1 \rightarrow^I c \), then \( T(b_1, b_2) \rightarrow^T c, b_2 \) where \( T \neq \text{Done} \).

**Proof:** Proof is by induction on the number of steps, \( n \), of small-step evaluation in \( \rightarrow^I_n \). Analogously, to Lemma A.19.

**Lemma A.23:** If \( T(d, d) \rightarrow^I c \), then \( P \vdash d \rightarrow^I c \) (and thus by Theorem A.18.1 \( P \vdash d \rightarrow^I c \)). Moreover, the evaluation sequence for \( d \) is strictly shorter that the given evaluation sequence.

**Proof:** Proof is by induction on the length, \( n \), of the evaluation sequence \( \rightarrow^I_n \). Analogously, to Lemma A.20.

**Proof (Theorem A.18.2)**

We first show that if \( P \vdash b \rightarrow^I c \); \( b' \) then \( P \vdash \text{Start}(b) \rightarrow^I \text{Done}(c, b') \).

Proof is by induction on the derivation of \( \rightarrow^I \), with a case analysis on the final rule used.

There is only one case: **Case (Rule on behavior evaluation and update):** We have \( P \vdash b \rightarrow^I c \); \( b' \) \( P \vdash b \rightarrow^I c \) (1) and \( P \vdash b \rightarrow^I b' \) (2). From (1), by Theorem A.18.1, it follows that \( P \vdash b \rightarrow^I c \) (3). Thus by Lemma A.22 applied to (3), we have \( T(b, b) \rightarrow^T c, b' \) \( T \neq \text{Done} \) (4). We proceed by a case analysis on \( b \): **Subcase \( b = d \):** Then by the small-step rule and the definition of \( \rightarrow^k \), we have \( P \vdash \text{Start}(d) \rightarrow^I \)
Passive($d, d$). By (4), we have $P \vdash \text{Passive}(d, d) \rightarrow^n I$ Passive($c, d$). Finally, by the small-step rule and the definition of $\rightarrow^k$, we have $P \vdash \text{Passive}(c, d) \rightarrow^1 I$ Done($c, d$).

Thus by the definition of $\rightarrow^k$, we finally have $P \vdash \text{Start}(d) \rightarrow^{k+n+2} I$ Done($c, b$).

Subcase ($b = \text{init } x = c$ in $H$) where $\forall H', \forall d. H \notin \{ I \Rightarrow d \varphi \} \mathbin\cup H'$. The result follows immediately by the small-step rule on non-handled events and by the definition of $\rightarrow^k$ where $k = 1$.

Subcase ($b = \text{init } x = c'$ in $H$) where $H \equiv \{ I \Rightarrow d \varphi \} \mathbin\cup H'$. Then by the small-step rule and the definition of $\rightarrow^k$, we have $P \vdash \text{Start}(b) \rightarrow^1 I$ Active($d[x := c'], b$). By (4), we have $P \vdash \text{Active}(d[x := c'], b) \rightarrow^n I$ Active($c, b$). Finally, by the small-step rule and the definition of $\rightarrow^k$, we have two possible results. If $\varphi \equiv \epsilon$, then $P \vdash \text{Active}(c, b) \rightarrow^1 I$ Done($c, \text{init } x = c$ in $H$). Otherwise if $\varphi \equiv \epsilon$ later, $P \vdash \text{Active}(c, b) \rightarrow^1 I$ Done($c', \text{init } x = c$ in $H$). In either case, we have $P \vdash \text{Start}(b) \rightarrow^{k+n+2} I$ Done($c, b'$).

Next, we show that if $P \vdash \text{Start}(b) \rightarrow I$ Done($c, b$) then $P \vdash b \rightarrow c; b'$.

By induction on the number of steps of small-step evaluation in the given derivation $P \vdash \text{Start}(b) \rightarrow^k I$ Done($c, b'$).

If $k = 1$, then $b = \text{init } x = c$ in $H$ and $\forall H', \forall d. H \notin \{ I \Rightarrow d \varphi \} \mathbin\cup H'$. Then by the big-step rules, we have $P \vdash b \rightarrow^1 c$ and $P \vdash b \rightarrow b$. By another application of a big-step rule, we have $P \vdash b \rightarrow^1 c; b$

Otherwise $k > 1$. We proceed by a case analysis on the form of $b$.

Case ($b = \text{d}$): The last rule in the sequence is $\text{Start}$ with a passive behavior. Thus $P \vdash \text{Start}(d) \rightarrow^1 I$ Passive($d, d$). If $k = 2$, then $d = c$ and result follows from $P \vdash c \rightarrow I$ c and $P \vdash c \rightarrow I$ c and the big-step rule for $I$.

Otherwise $k > 2$. It must be that $P \vdash \text{Passive}(d, d) \rightarrow^n I$ Passive($c, d$).

By Lemma A.23, we have $P \vdash d \rightarrow I$ c. We also have $P \vdash d \rightarrow I$ d. Result follows from the big-step rule for $I$.

Case ($b = \text{init } x = c'$ in $H$) where $H \equiv \{ I \Rightarrow d \varphi \} \mathbin\cup H'$. The last rule in the sequence is $\text{Start}$ with an active behavior. Thus $P \vdash \text{Start}(d) \rightarrow^1 I$ Active($d[x := c'], b$).

It must be that $P \vdash \text{Passive}(d[x := c'], b) \rightarrow^n I$ Passive($c', b$). By Lemma A.23, we have $P \vdash d[x := c'] \rightarrow I$ c'. We proceed by case analysis on $\varphi$.

Subcase ($\varphi = \epsilon$): By the big-step rule for $I$, from (1) we have $P \vdash \text{init } x = c$ in $H \rightarrow I$ c'. By the big-step rule for $I$, we have $P \vdash \text{init } x = c$ in $H \rightarrow I$ c''. The final result follows by the big-step rule for $I$.

Subcase ($\varphi = c$): Analogously to the above subcase. We have $P \vdash b \rightarrow I$ c and $P \vdash b \rightarrow I$ init $x = c'$ in $H$ and the final result follows by the big-step rule for $I$.

Lemma A.24: If $\{ x_i = b_i \} \in K$

$P \vdash \text{Start}(b_j) \rightarrow^n I$ Done($c_j; b''_j$), then $\{ x_i = b_i \} \in K$.

Proof: By induction on the number of steps, $n$, of small-step evaluation in $\rightarrow^n I$. Analogously, to Lemma A.22.

Lemma A.25: If $S; P_0; P_5; P_1; \text{Start}(b_j) \rightarrow^n I$ $S' ; P'_0; P'_5; P'_1; \text{Done}(c_j; b''_j)$ where we use the definitions of $S, S', P_0, P_5, P_1$ and $P'_5$ from the small-step semantics, then $P_0 \vdash \text{Start}(b_j) \rightarrow^n I$ Done($c_j; b''_j$) and thus by Theorem A.18.2, $P_0 \vdash b \rightarrow^{k-1} c_j, b''_j$. Moreover, the evaluation sequence for $\text{Start}(b_j)$ is strictly shorter that the given evaluation sequence.

Proof: By induction on the number of steps, $k$, of small-step evaluation in $\rightarrow^k I$.

Analogously, to Lemma A.21.

Proof: (Theorem A.18.3) We first show that if $\{ x_i = b_i \} \in K \rightarrow I$ $\{ x_i = b_i \} \in K$, then $\{ x_i = 0 \} \in K$.

Proof: By induction on the derivation of $\rightarrow$, with a case analysis on the final rule used.

There is only one case:

Case (Rule on program evaluation on event $I$): We have $\{ x_i = b_i \} \in K \rightarrow b_j \rightarrow I$ $c_j; b''_j$.

By Theorem A.18.2 applied $K$ times, we have $\{ x_i = b_i \} \in K \rightarrow \text{Start}(b_j) \rightarrow^n I$ Done($c_j; b''_j$).

Proof: By Lemma A.24 applied several time, we have our result (We use $\{ x_i = b_i \} \in K$ as $P_0$ on each application and the configuration from the next application as input to the next).

Next we show that $\{ x_i = 0 \} \in K$.

Proof: By Lemma A.25.

Lemma A.26 (Stronger Weakening): $\forall b, b', b'', c, P$ if $P' \equiv P \uplus \text{init } x = b'$ and $\text{init } x \notin FV(b) = \emptyset$, then $P \vdash b \rightarrow^{k-1} c, b''$.

Proof: By induction on the number of steps, $k$, of small-step evaluation in $\rightarrow^k I$.

Analogously, to Lemma A.21.

Proof: (Theorem A.18.3) We first show that if $\{ x_i = b_i \} \in K \rightarrow I$ $\{ x_i = b_i \} \in K$, then $\{ x_i = 0 \} \in K$.

Proof: By induction on the derivation of $\rightarrow$, with a case analysis on the final rule used.

There is only one case:

Case (Rule on program evaluation on event $I$): We have $\{ x_i = b_i \} \in K$.

By Theorem A.18.2 above $K$ times, we have $\{ x_i = b_i \} \in K$.

Proof: By Lemma A.24 applied several time, we have our result (We use $\{ x_i = b_i \} \in K$ as $P_0$ on each application and the configuration from the next application as input to the next).

Next we show that $\{ x_i = 0 \} \in K$.
\{x_i \mapsto c_i\}_{i \in [1:K]} \supseteq \{x_i = b_i\}_{i \in [1:K]}; T' \cdot \{x_i = b_i\}_{i \in K}.

Proof is by induction on the number of \textit{Start} to \textit{Done} sequences $K < n$ in the small-step evaluation in the given derivation $\Rightarrow^n$. Note that this is the same number as the number of behaviors $K$.

If $K = 1$, we have a program with only behavior. The result follows by Lemma A.25 and the big-step rule on programs.

Otherwise $K > 1$. By the induction hypothesis, and the big-step rule we have

$$\{x_i = b_i\}_{i \in K-1} \cdot b_j \quad \Rightarrow \quad c_j; b'_{j} \quad \{x_i = b_i\}_{j \in K-1} \tag{1}$$

By Lemma A.25, we have $\{x_i = b_i\}_{i \in K-1} \uplus \{x_i = b_i\}_{K} \cdot b_K \quad \Rightarrow \quad c_K; b'_{K} \quad \{x_i = b_i\}_{i \in K}$ (2). We weaken (1) by Lemma A.26, merge the statements in (1) and (2), and use the big-step rule on programs to get our final result.

\begin{flushright}
\textit{Q.E.D.}
\end{flushright}

**APPENDIX B**

**PRIORITIES IN WINDOWS KERNEL**

In the Windows kernel, instructions in interrupt handlers are allowed to run on the CPU depending on the CPU’s priority level. A priority level is a processor state which describes a set of instructions allowed to run on the CPU. An \textit{interrupt request level} (IRQL) is an entry in a priority level table used by the kernel to map interrupt sources to the priority level they execute at. The kernel represents IRQL as a range of numbers, with higher numbers representing higher-priority code that runs first.

When an interrupt reaches the CPU, the processor compares the IRQL value of the requested interrupt with the CPU’s current priority level. If the IRQL of the request is less than or equal to the current level, the request is temporarily ignored. The request remains pending until a later time when the level drops to a lower value. On the other hand, if the IRQL of the request is higher than the CPU’s current level, the processor performs several tasks [1]. First, it suspends execution of the current process. Second, it saves enough state information on the stack to resume the interrupted code at a later time. Next, it raises the level of the CPU to match the IRQL of the request, thus preventing lower priority interrupts from occurring. Finally, the processor transfers control to the appropriate interrupt handler for the requested interrupt. When the handler finishes, a special instruction restores the CPU state information from the stack, which includes the previous level, and returns control to the interrupted code.

To prevent higher-IRQL interrupts from occurring, programmers usually disable those interrupts in lower-IRQL interrupts and force the system to ignore the higher-IRQL interrupt. This is usually done when a variable is accessible in several interrupt handlers, and the programmer desires that the access to that variable is atomic in a handler.

We are exploring porting the restarting mechanism to an operating system kernel and extending E-FRP with constructs to write interesting interrupt-driven device drivers. Device drivers have side-effects because of memory-mapped registers. Values written to registers are lost and might effect device state irrevocably. The main problem is to limit such effects and to ensure that the program behaves as if a handler was never restarted. For example, a possible solution for dealing with output registers is to take a similar path as [24]: handle output by buffering, and by not allowing the buffers to flush in the middle of a handler.

Some computations in device drivers use more complex shared data structures (like trees with shared nodes). Since such structures can be difficult to traverse and copy correctly, copying and restoring variables might not be the best approach for implementing transactions. We would like to survey the data structures realistically used in device drivers and possible approaches for transaction-based atomicity.

Another open issue is the interaction of E-FRP handlers with interrupt handlers that are not generated by E-FRP. Detecting such “external” interrupts in E-FRP is challenging. A concept central to correct interrupt processing is that it happens invisibly to all processes that are not part of the interrupt handler’s private code and data space.
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