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ABSTRACT
The present invention includes a method for dynamically updating a propagation model of communication signals in an area being subjected to earthworks operations which alter the topography of the terrain in which the method comprises the steps of dynamically updating a terrain map of the area as a function of the earthworks operations and dynamically updating the propagation model in response to updating the terrain map. An apparatus for dynamically updating a propagation model of communication signals in an area being subjected to a mobile geography-altering machine capable of altering the topography of the terrain, the apparatus comprises circuitry for storing a terrain map representative of the terrain prior to the terrain being subjected to alteration by the mobile geography-altering machine, circuitry for dynamically updating the terrain map as the terrain is being subjected to alteration by the mobile geography-altering machine, and circuitry for dynamically updating the propagation model in response to updating the terrain map.
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METHOD AND APPARATUS FOR DYNAMICALLY UPDATING REPRESENTATION OF A WORK SITE AND A PROPAGATION MODEL

This application is a continuation-in-part of application Ser. No. 09/300,871, filed Apr. 28, 1999, which now has issued as U.S. Pat. No. 6,625,135 on Sep. 23, 2003, which application claims priority through provisional application Serial No. 60/085,055, filed May 11, 1998.

TECHNICAL FIELD

The present invention relates generally to a method and apparatus for altering the geography of a work site and, more particularly, to a method and apparatus for dynamically updating representations of the work site as it is being subjected to earthworking operations which alter the topology of the terrain and for dynamically updating a propagation model of communications signals in response to updating the representations of the work site.

BACKGROUND

As mobile machines capable of operating manually, partially or fully autonomously at work sites are developed, a large amount of up-to-date information is required to coordinate particular tasks and to provide adequate time for the machines to plan their movements. In some situations, multiple pieces of equipment must work cooperatively with one another and information regarding the activity and movement of each machine, other objects in the environment, and the alterations performed on the geography of the environment or work site must be communicated.

As the work site becomes more complex and more machines are used, an efficient means for receiving and transmitting data among the machines is required. Further, the information that must be communicated is diverse in nature. For example, the system must support prioritized data, giving precedence to data pertaining to mission-critical operations. Some of the operations may be highly interactive, requiring very low system latencies. There is also large variation in bandwidth requirements, from a few bytes per second to hundreds of thousands of bytes per second or more.

Currently, wireless mobile communications systems are configured to switch between routes or networks in response to detection of loss of signal quality. For example, cellular systems switch base stations when the signal level drops below a specified level, such as when a mobile node moves from one base station area to another. In some cases the drop in signal level occurs sufficiently fast that the connection is lost before hand off to another base station can be completed. For example, a communication system for heavy mobile machinery that is operating partially or fully autonomously cannot afford to lose valuable data during this transition period; quality communications must be maintained at all times. It is therefore desirable to have a mobile communication system with means for compensating for degradation of communication signals and preventing loss of information.

In order to make most efficient use of the bandwidth available, the communication system would ideally have the capability to choose among several overlapping wireless networks for the networks most suited for a particular application. To prevent loss of communication signals, it is also desired to switch networks immediately before the mobile node moves from one network to another. This requires the ability to predict handoffs before they are forced and inform the network when it is discovered that a handoff is imminent. The ability to predict handoffs must be reliable in a work environment having a large amount of interference due to complex terrain including hills, foliage, trenches, pits, tunnels, and buildings, and where the machinery is spread over large distances. Radio frequency (RF) wave propagation in regions having irregular terrain and buildings, such as deep trenches, steep hills, and high walls, require factors such as the reflection, diffraction, multi-path, and scattering effects to be taken into account. The signal strength of the RF signals can fluctuate greatly with small movements in such regions. The reliability of the system must be balanced with speed, since a wireless network can typically be made more reliable by adding error checking and correction, at the expense of lower throughput and higher latency.

In traditional hierarchical data networks, such as the Internet, routing protocols are tied to the logical location of the nodes in the network. When a packet is transmitted, it contains the address of the destination host computer in its header. Intermediate nodes that exist in the path between the source and destination examine the address of the destination and make decisions about how to route the packet based upon the network component of this destination address. This allows the intermediate nodes to forward the packet to the network on which the destination host resides without knowing the exact location of the destination host. As the packet travels along the path, the intermediate nodes that are closer to the destination have information about the exact location of the destination and forward the packet accordingly. One advantage of this type of scheme is that a host only needs to know the location of a few networks of nodes instead of the location of every node in the network.

This traditional network assumes that hosts will be stationary. With lightweight and battery powered mobile computers using wireless technology, users may move around while maintaining connectivity. When nodes move away from their “home” network, however, the scheme breaks down. For example, when a mobile computer with an address that belongs to network A moves to network B, the packets that are destined for the mobile computer will still be delivered to network A, as indicated by the network component of the address. All packets that were destined to the mobile computer will be lost while the mobile computer is away from its home network. The limitations of the traditional routing scheme restrict the mobility of these computers by confining them to a single network.

Further, as the work site is being altered, it is also desirable to coordinate multiple geography-altering machines as the machines operate within a work site. In particular, it would be advantageous to be able to update the terrain map and provide this updated information to each of the machines. As the information is being updated, it would also be desirable to update the propagation model of communications.

Accordingly, the present invention is directed to overcoming one or more of the problems as set forth above.

DISCLOSURE OF THE INVENTION

One aspect of the present invention is a method for dynamically updating a propagation model of communication signals in an area being subjected to earthworking operations which alter the topology of the terrain, the method comprises the steps of dynamically updating a terrain map of the area as a function of the earthworking operations and dynamically updating the propagation model in response to updating the terrain map.
Another aspect of the present invention is an apparatus for dynamically updating a propagation model of communication signals in an area being subjected to a mobile geography-altering machine capable of altering the topology of the terrain, the apparatus comprises means for storing a terrain map representative of the terrain prior to the terrain being subjected to alteration by the mobile geography-altering machine, means for dynamically updating the terrain map as the terrain is being subjected to alteration by the mobile geography-altering machine, and means for dynamically updating the propagation model in response to updating the terrain map.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a functional block diagram showing a basic Mobile IP configuration;
FIG. 2 is a functional block diagram showing a basic Mobile IP configuration with packet tunneling;
FIG. 3 is a functional block diagram showing packet routing without Route Optimization;
FIG. 4 is a functional block diagram showing packet routing with Route Optimization;
FIG. 5 is an overview diagram showing an example of coverage of local area and wide area wireless networks;
FIG. 6 is a functional block diagram of the present switching system architecture;
FIG. 7 is a diagram of the state machine that the Model Daemon uses to make switching decisions;
FIG. 8 is a flowchart showing an example of position-based prediction;
FIG. 9 is an overview diagram of a terrain map;
FIG. 10 is a diagram of the state machine for the present switching system;
FIG. 11 is a view of a graphical user interface for the present switching system; and
FIG. 12 is a view of a work site wherein the present invention may be utilized.

BEST MODE FOR CARRYING OUT THE INVENTION

Overview

The present wireless mobile communication system provides a method and apparatus for communicating between two or more communication nodes in an area having a plurality of communication nodes and one or more communication network technologies. The communication nodes may be mobile or stationary. An intelligent switching system incorporates position information and calculations of RF wave propagation for selected communication networks. At selected time intervals, an environmental map which includes the topography of terrain and structures in the area, as well as the locations and properties of potential sources of electromagnetic interference, is used to create a RF propagation and communications model for signals generated by selected communication nodes and networks in the area. The RF propagation and communications model offers the predicted signal quality at any given location. With these inputs, each communication node in the present network can predict where it will be in the future, whether that location will be reachable via a particular wireless network, and the quality of the signal at that location. The network can then prepare to handoff between base stations or networks having the desired signal quality, thus minimizing the delay and the overhead incurred. In order to support mobile nodes, a communication protocol, such as the standard Internet protocol known as Mobile IP, is used which allows nodes to change their location in the network without changing their address. When a mobile node moves from one network to another, the home agent is the only node in the network which keeps track of the location of the mobile node and routes packets to this location. The present system also allows direct peer-to-peer communication. When two nodes are within the range of each other’s wireless coverage, they can communicate directly without the aid of any central router. When two nodes are beyond the range of each other’s wireless coverage, they may be able to communicate by using other mobile nodes between them to forward their packets, thus dynamically using these intermediate nodes as routers and forming an ad hoc network. By providing this capability, the present system is able to support a large number of mobile nodes. The present system further provides support for a variety of network traffic types, including data-intensive file transfers, time-critical emergency data, real-time audio data, constant bandwidth data, and periodic position data. The type of service required for the traffic is also considered to meet the special needs of various communication nodes and facilitating the interaction of different user applications.

Mobile IP

The Mobile IP (Internet Protocol) standard was developed to provide for the mobility of hosts on the Internet. The implementation of Mobile IP, as discussed herein, is based on the IPv4 protocol standard. Mobile IPv4 allows for the transparent routing of IPv4 packets to mobile nodes in the Internet. There is also a newer version of IP which is known as IPv6. Both Mobile IPv4 and Mobile IPv6 may be used in the present apparatus.

In traditional IP routing, if a node has moved to another network, packets destined for it will no longer be deliverable. For a node to be able to communicate on a new network, it must change its IP address. This makes it impossible to maintain connections when the node changes locations. Mobile IP is a routing scheme that does not require a mobile node to change its IP address when it moves. Instead, each mobile node is identified by a single IP address, regardless of its current point of attachment to the network.

An understanding of Mobile IP requires familiarity with the following concepts:

Mobile node: A node that moves from one network to another. The mobile node implements Mobile IP in order to maintain communication with other nodes.

Correspondent node: A node with which a mobile node is communicating. A correspondent node could be either a stationary node or another mobile node.

Home address: The IP address that is assigned to the mobile node and which remains unchanged, regardless of whether the node is attached to the network.

Home network: Each mobile node has a home network. This is the network to which traditional IP routing would deliver packets addressed with its home address when a mobile node is attached to its home network. Traditional IP routing could deliver packets to the mobile node using its home address.

Foreign network: Any network other than the mobile node’s home network.
Home agent: An agent located on the mobile node’s home network. The home agent keeps track of the location of the mobile node and forwards packets to the mobile node when it is away from home.

Foreign agent: An agent located on a foreign network. Foreign agents may help a mobile node register with its home agent and may also help deliver forwarded packets to a mobile node.

Care-of address: An IP address on the foreign network to which the home agent forwards packets. The care-of address could be either the IP address of a foreign agent, or a local address obtained on the foreign network. A protocol such as Dynamic Host Configuration Protocol (DHCP) may be used for this. The former type of care-of address is referred to as a foreign agent care-of address and the latter type of care-of address is referred to as a co-located care-of address.

Packet interception: This is the process by which the home agent receives packets destined for one of its mobile nodes. This may be implemented in Mobile IP by the use of “proxy” Address Resolution Protocol (ARP) at the home agent. With proxy ARP, the home agent answers address resolution requests for the mobile node’s IP address from other nodes on the home network, giving the home agent’s link-layer address as if it were the mobile node’s address. The node requesting the address then uses the home agent’s link-layer address to deliver packets to the mobile node, allowing the home agent to receive the packets and forward them to the current location of the mobile node.

Binding cache: Correspondent nodes may maintain a cache of care-of addresses for mobile nodes in order to determine where to send packets destined for a mobile node.

Binding update: A message used to update a correspondent node’s binding cache.

Registration lifetime: The duration for which a mobile node’s registration on a foreign network is valid. It is also the duration for which a binding update is valid.

FIG. 1 illustrates the terms defined above. M is a mobile node. Node S is communicating with M, so S is a correspondent node. R2 is M’s home agent. When M moves to the foreign network, R4 serves as its foreign agent. In this case, R4’s address is used as M’s care-of address.

Mobile IP offers a set of services to provide nodes with mobility. This section describes each of these services.

Agent Discovery: Home agents and foreign agents may advertise their availability on each link on which they provide services. In addition, a newly connected mobile node can send an explicit solicitation on a link to learn if any prospective agents are present. Foreign agents will respond to a solicitation by advertising their location. Mobile IP agent discovery is implemented as an extension to the ICMP (Internet Control Message Protocol) Router Discovery protocol. The Agent Discovery protocol extends the messages (Router Advertisement and Router Solicitation) used in the Router Discovery protocol. The messages used in Agent Discovery are thus called Agent Advertisement and Agent Solicitation.

Registration: When a mobile node is away from home, it informs its home agent of its current location using a process called registration. Depending on its method of attachment, the node will register either directly with its home agent or through a foreign agent that forwards the registration to the home agent. Registrations are valid for a fixed amount of time, or registration lifetime. If the mobile node is using a co-located care-of address, the presence of a foreign agent is not necessary and the mobile node can register directly.

When the mobile node returns to its home network, it deregisters with its home agent to stop packet forwarding.

Tunneling: The service provided by the home agent to forward packets to the mobile node is called “tunneling”. When tunneling packets, the home agent will encapsulate the original packet by placing another IP header on the front of the existing packet. This “outer” IP header has a source address that is the IP address of the encapsulating host and has a destination address that is the care-of address of the mobile host. If the care-of address is the foreign agent, the foreign agent will receive the packet, decapsulate it, and deliver it locally to the mobile node. If a co-located care-of address is used, the mobile node will receive the packet and decapsulate this packet by itself.

FIG. 2 illustrates the process of encapsulation when a foreign agent is used. During operation home agent R2 and foreign agent R4 advertise their presence using agent advertisement messages. Mobile node M is originally connected to its home network, so it operates without mobility services at this time. Mobile node M moves to a foreign network. When the mobile node detects that it is on a foreign network (because it receives the advertisements of the foreign agent), it obtains a care-of address. The care-of address is obtained from the foreign agent advertisement message sent by R4. If no node such as R4 is available to provide foreign agent services, and if the mobile node has the capability, it may attempt to obtain a co-located care-of address using a service such as DHCP.

Mobile node M registers its new care-of address with the home agent R2 through exchange of registration request and reply messages. If R4’s address is used as the care-of address, the registration request and reply are sent to the foreign agent R4 which then forwards the packets appropriately. If a co-located care-of address is used, a foreign agent is not involved. When the correspondent node sends packets to M, the packets are routed to M’s home network. The home agent R2 intercepts those packets and tunnels them to M’s care-of address. If R4’s address is the care-of address, R4 decapsulates the packets and delivers them to M locally. If a co-located address is used, the tunnelled packets would be received and decapsulated by M itself. In the reverse direction, packets sent by M to S are delivered to their destination using traditional IP routing mechanisms, regardless of the location of M.

Security in Mobile IP is essential due to the fact that it concerns the ability to change the routing of packets destined to any host to be delivered to anywhere else in the Internet. Attacks on registration requests or replies could cause packets destined to the mobile node to be undeliverable or delivered to the incorrect destination. For example, another host could attempt to masquerade as a mobile node and convince a home agent to deliver packets to it. Therefore, authentication is performed by the mobile node and the home agent on all registration request and reply messages. To authenticate with its home agent, the mobile node shares a security parameter index (SPI) and a secret key with its home agent. One of several available algorithms may be used for authentication, such as keyed Message Digest version 5 (MD5) with a key size of 16 bytes. To prevent replay of any registration messages, time stamps or nonces are used to uniquely identify each registration request and reply.

Mobile IP with Route Optimization

Basic Mobile IP allows a mobile node to move away from its home network by providing a home agent to intercept
packets destined for the mobile node's home address. In a
typical situation, as shown in FIG. 3, the mobile node M,
depicted here is away from its home network and is con-
versing with a correspondent node S, located on the foreign
network to which the mobile node is currently connected.
When mobile node M sends a packet to correspondent node
S, the packet will be routed directly to mobile node M using
traditional IP routing. When correspondent node S sends a
packet to mobile node M, however, the packet will first be
routed back to the mobile node M's home network. The
mobile node M's home agent R2 will intercept this packet
to control agent node S. When the foreign agent R1 receives the
encapsulated packet, it is decapsulated and then sent to mobile node M.

Alternatively, the packets may be routed more optimally
by sending the packets directly to each other over the local
network as shown in FIG. 4. Route Optimization for Mobile
IP optimizes the path that packets travel from correspondent
nodes S to mobile nodes M. Any type of optimization of the
routings of packets from correspondent nodes S to mobile
nodes M requires the correspondent nodes S to keep infor-
mation about the current location of the mobile nodes M.
Each correspondent node S that supports Route Optimiza-
tion must maintain a cache of care-of addresses, called a
binding cache. When a correspondent node S sends a packet,
it checks its binding cache for an entry corresponding to
the destination address of the packet. If a matching entry is
found, then the correspondent node S itself will encapsulate
the packet with the care-of address specified in the binding
cache entry, tunneling the packet directly to the care-of
address instead of sending it to the mobile node M's home
network.

If a binding cache entry is not found, then the packet is
sent using traditional IP routing which, as before, causes the
packet to be sent back to mobile node M's home network.
When the home agent R2 intercepts the packet, it assumes
the source host does not have a binding cache entry for
the mobile node M. The home agent R2 will respond by sending
an authenticated binding update to the correspondent node S
to inform it of mobile node M's current care-of address
before tunneling the packet to mobile node M's current
location. The home agent R2 will set the lifetime of the
binding update to the amount of time remaining for the
registration of that particular mobile node M. When the
original source receives and authenticates the binding
update, it adds the binding update to the binding cache for
future use. Binding updates expire after the amount of time
that is specified by home agent R2.

In order for a correspondent node S to use Route Optimiza-
tion, a software process must be operating to receive and
process binding updates. If the host does not use the
Route Optimization software, then packets are routed in the
same way as in basic Mobile IP. Because some corre-
respondent nodes S will not have this Route Optimization
software, home agents R2 must have an algorithm to limit the
rate at which they send out binding updates to each
correspondent host S, since otherwise, a home agent R2 might
flood the network with binding updates to a correspondent
node S that ignores them.

Intelligent Switching System

The present network system incorporates multiple tech-
nologies to offer the best qualities from each network,
including a wide area wireless network that provides low-
speed coverage over a site and one or more local area
wireless networks as shown in FIG. 5, each providing high
speed coverage over a portion of the site. As mobile nodes
move through the network, they are continuously within the
range of the wide-area network and will move into and out
of areas of local area coverage. The network technology to
use in a particular situation is selected based upon the needs
of each specific application. A single, composite network
made up of sub-networks using different technologies thus
provides a total solution. The flow of data in this network
takes the most efficient route from the source to the
destination, depending on the characteristics of the tech-
nologies of the particular sub-networks. For example, if a
high speed local area communication link is available
between two nodes that want to exchange communication,
then that communication path could be used, as opposed to
a slower, wide-area link that might also be available. If no
other means of communication between two nodes is
available, a wide area network could be available by default.

In a preferred embodiment, Mobile IP is used to switch
between networks as described hereinabove. The Mobile IP
scheme has the advantage that it requires no changes to the
routers or non-mobile nodes in the network. The protocol,
however, does not specify when to change sub-network
connections.

The present system provides the basic Mobile IP protocol
with instruction about which network connection to estab-
lish while requiring minimal change to the standard Mobile
IP protocol. In the present system, no input from a human
operator is required since some mobile nodes may not carry
operators and if they do, the operator should be able to focus
attention on operating the equipment, not on trying to
determine if a network handoff should occur. Additionally,
one of the inputs into the process of deciding when to switch
networks is an estimate of the quality of the wireless
communication signal from a correspondent on the local
area network. The current levels of signal strength and noise
or interference could be used to predict future values or
recorded for later use. In addition to being able to estimate
this signal quality value, a threshold value is established for
a particular local area network technology. This value is the
minimum satisfactory signal quality value for the hardware
and is obtained either directly from the hardware or from the
hardware's specifications. Another useful input to the deci-
sion process is knowledge of the current locations of the
mobile nodes. This type of input may be combined with
knowledge of the locations of wireless local area network
transmitters to estimate values of signal quality.

In order to provide realistic models of RF propagation, the
present system includes a description of the actual terrain
surrounding the mobile node. Using the RF propagation
model, the switching system attempts to predict when hand-
offs will be required in order to minimize the time that a
mobile node might be disconnected from the network. The
switching system predicts a future value of the signal quality
for communications on the local area network connection.
This signal quality value is then compared to the specified
threshold. If the predicted value exceeds the threshold, the
switching system tells Mobile IP to attempt to communicate
using its local-area network interface; otherwise, the switch-
ing system tells Mobile IP to communicate using the wide-
area network connection.

Switching System Architecture

The components of a preferred embodiment of the present
system are shown in FIG. 6. Model Core 20 contains a set
of components such as Model Daemon 22, a position-based
prediction mechanism 28, environment/terrain map 32, RF
propagation and communications model 34, non-position-based prediction mechanism 38, and mobility model 56, that provide the central functions of the switching system. The switching system has a modular design so that improvements in the supporting technologies may be incorporated. Model Daemon 22 is a state machine that keeps track of the current state of the mobile node and makes switching decisions based upon this state and inputs from two other sources which are a position-based prediction mechanism 28 and a non-position based prediction mechanism. Model Daemon 22 also sends commands to the Mobile IP software 24, the component of Mobile IP that allows mobile nodes to inform their home agents R2 of their current location.

FIG. 7 shows the state machine that Model Daemon 22 uses to make its switching decisions. When Model Daemon 22 begins execution, it starts in the WAN state (where “WAN” refers to the network interface that Mobile IP is commanded to use, in this case, the wide-area network interface). The wide area network was chosen for the initial state for the present system because of the assumption that the wide area network will always be available. From this state, a number of things can happen. First, if nothing else occurs, Model Daemon 22 will send an “update” command to the Mobile IP software on this node. Update commands are sent periodically to ensure that the Model Daemon 22 and mobile node M remain synchronized.

The only way for Model Daemon 22 to leave the WAN state is if Model Daemon 22 decides that the empirically collected signal strength values (i.e., those read directly from the local-area network interface hardware) suggest that a stable connection to the local area network (LAN) can be made. In a preferred embodiment, this occurs when the Model Daemon 22 reads several consecutive values of signal strength or hardware signal quality input 26 from the LAN hardware that are above the LAN signal strength threshold.

Once the Model Daemon 22 has entered the LAN state, it can only leave if one of the prediction systems described below predict a future value of signal strength that is below the LAN threshold. If this occurs, a command to switch to the WAN interface is sent to the Mobile IP software on this node, and Model Daemon 22 enters the WAN state again. Model Daemon 22 sends “update” commands while in the LAN state to ensure that the Model Daemon 22 and Mobile IP software remain synchronized.

The decision to switch from the LAN interface to the WAN interface is made based upon predicted information, while the decision to switch from WAN to LAN is made based upon empirically measured data. This distinction is made in order to minimize the possibility that a mobile node could be instructed to use the local area network interface when that network is not actually available. The result of this is that the rules for changing state make it easier to enter the WAN state, since the wide area network connection is assumed to always be available.

Another important point is that Model Daemon 22 has no concept of home or foreign. It only knows about network interfaces. The decision of whether the mobile node M should be home or foreign is left up to the Mobile IP software or routing protocols 24 (FIG. 6) and is not affected by the presence of the Model Daemon 22.

Referring again to FIG. 6, the position-based prediction mechanism 28 accepts as an input the current position of the mobile node from position acquisition system 30, translates this information into coordinates on the environment/terrain map 32, and predicts the motion of mobile node M to a new point. The position-based prediction mechanism 28 also provides the coordinates as inputs to the RF propagation and communications model 34 that calculates future signal strength values at one or more locations at the site using equations for RF wave propagation.

Hardware for reliably acquiring position information, such as differential global positioning systems (DGPS), is readily available commercially. The present switching system has a default position prediction system such as the environment/terrain update system 36 that operates correctly even if the position information is not available. To this end, the present system includes the non-position-based prediction mechanism 38 that keeps track of empirically collected signal strength values and extrapolates a set of data points to come up with a future value.

The extrapolation performed by non-position-based prediction mechanism 38 can be as complex as necessary, taking into account many historical values or just a few, and combining them in a polynomial or fitting them to a curve. An example of a simple implementation includes defining a line using the two most recently collected signal strength values. A third point is extrapolated along this line, becoming the predicted signal strength value. A more useful mechanism would be able to predict further in the future than just the next point in time. To this extent, a more complex model can be used that fits a curve through a series of points, taking into account the past behavior of the system.

The position-based prediction mechanism 28 is part of Model Core 20, and uses information from a number of sources including the environment/terrain map 32, position acquisition system 30, the RF propagation and communications model 34, the environment/terrain update system 36, and the mobility model 56 to provide a predicted value of the future signal strength to Model Daemon 22. FIG. 8 shows a flowchart of the decision process for predicting a signal strength value. When the position-based prediction mechanism 28 is invoked at block 40, it first attempts to collect input on the current state of the mobile node. The current strength of local area network communication is acquired from Model Daemon 22, which previously read the data from the local area network hardware. The current position of the mobile node is gathered from whatever position system is available as shown at block 42. Once these inputs have been collected, the present system checks to see if the environment/terrain map 32 for the current location of the mobile node is available at block 44. If no environment/terrain map 32 is available for this point, a return error is generated at block 46 and the position-based prediction mechanism 28 cannot be used. Model Daemon 22 will default to using the value from the non-position-based prediction mechanism 38.

If the environment/terrain map 32 for this point is available, then the present switching system attempts to predict a future position of the mobile node at block 48. The future position of the mobile node is resolved to a specific entry in the environment/terrain map 32. The data stored in that location, specifically the historical signal strength value and the time it was collected, is retrieved. Once the historical value has been retrieved, the system stores the current signal strength value along with the current collection time in the environment/terrain map 32 at the position specified by the current location. The amount of time that has elapsed since the collection time is calculated and compared against the age threshold associated with the current terrain map at decision block 50. If the elapsed time is less than the threshold, then the historical value is used as the predicted
value at block 52. Otherwise, a calculation must be performed using RF propagation and communications model 34 to predict a future signal strength value at block 54. The predicted signal strength value can then be returned to Model Daemon 22 to be used as input into its threshold comparisons, as described above.

Model Daemon 22 can learn about its environment from places that it has been to before by using the historical signal strength values. When a mobile node is using its local area network connection, it can record a collection of signal strength values as historical values in its environment/terrain map 32. If the mobile node leaves the area to perform a task, and returns at a later time to roughly the same place that it occupied previously, it could use the historical signal strength value as the predicted signal strength value, making the RF propagation calculations unnecessary.

The historical values may be aged in situations where the terrain in some areas of local area network coverage change faster than other areas. The model allows each area of local area network coverage to have its own age threshold. For purposes of example only, the terrain near a site operations center is likely to be fairly static, since operations typically do not take place near the site operations center. If this is the case, the age threshold for the site operations center can be relatively long, such as a week or so. The age threshold of a work area might only be valid for a relatively short period of time where the terrain changes more rapidly. If a mobile node returns to a location that it has been to within the limit of time set by the age threshold, then Model Daemon 22 can use the historical value as the predicted value. Otherwise, Model Daemon 22 must calculate an entirely new value. A more complicated aging system could be devised which would slowly age the historical values in the manner of a half-life, possibly combining them in a weighted polynomial with a value predicted by the RF propagation and communications model 34.

In a preferred embodiment of the present system, the position acquisition system 30 is a differential global positioning system (DGPS) system, although another technology could be substituted. The desirable resolution (size in meters of each grid) of the environment/terrain map 32 is a parameter for the present switching system. One constraint on this resolution is that it cannot be finer than the accuracy of the DGPS equipment. Smaller grid resolution also requires more storage space for the environment/terrain map 32 and more computationally intensive RF propagation model calculations. A larger grid size will allow faster calculations and less storage space, but will represent the terrain with less accuracy, generally leading to less accurate RF propagation calculations. The resolution of the “grid” of the terrain map should not exceed the resolution of the position information.

The position information may be represented in units of degrees of latitude and longitude, or in Cartesian coordinates having a reference frame fixed in space. Additionally, it should be noted that the model is not limited to use on a map with a fixed grid. For example, maps having irregular mesh descriptions of the terrain are possible.

The environment/terrain map 32 can be thought of as a grid that has been placed on the ground over areas where local area network coverage exists, or where wide area network coverage exists, or, in general, the environment/terrain map 32 could exist for all areas, regardless of network coverage. At each square in the grid is a storage location which holds three values. The first is an elevation value corresponding to the altitude of the terrain at that point above sea level (or some other reference point). The second value is a signal strength value. As a mobile node traverses the actual terrain, Model Daemon 22 tracks its position across the environment/terrain map 32 and records the empirically collected values of signal strength into these storage locations. The third value stored is the time at which the most recent signal strength value was collected.

An initial terrain data file or mobility model 56 (in FIG. 6) contains the elevation information for the terrain of the local-area network in question. The file also specifies the Cartesian coordinates of the center of the environment/terrain map 32, as an x and y offset in the desired units of measurement from a fixed reference location, the “size” of the terrain map in terms of range and resolution in meters, and the age threshold, mentioned earlier. FIG. 9 depicts some of these concepts. The location 58 is the origin of the Cartesian coordinate system. Overlaying an outline 60 representing the range of the local area network is an imaginary grid 62 representing the terrain map 32. The center of the wireless local area network is located at the center of the terrain map grid 62 which is location 58, and the grid extends beyond the edges of the coverage of the wireless local area network as represented by outline 60. The initial terrain data file 56 containing the elevation information for this local area network coverage region specifies the location 58 or the center of the terrain map 32 with respect to a fixed reference point 64. With knowledge of its current position relative to the fixed reference point 64, a mobile node can determine which, if any, of its available terrain maps 32 are appropriate for use at a particular position.

The environment/terrain update system 36 for calculating a future position of the mobile node several seconds in the future provides Model Daemon 22 with sufficient warning to send switch commands before network connectivity is lost completely. In the present system, various position prediction methods may be used ranging from using the two most recently collected positions of the mobile node and projecting the path of the mobile node along a straight line running through these two points to more complex position prediction systems that fit a parametric curve, such as a Bezier curve, through a series of recently collected positions. A more complicated prediction system could make intelligent predictions of motion based upon the surrounding terrain or knowledge of commonly followed routes through the terrain (i.e., roads) and the dynamic characteristics of the unit.

In the current system, the RF propagation and communications model 34 produces an estimate of the signal strength of local area communications that a mobile node would receive based upon a predicted position of the mobile node, the position of a transmitter (usually a local area network access point or base station), the terrain between the two, and the radio frequency used by the transmission equipment. A preferred embodiment of RF propagation and communications model 34 models the effects of natural terrain on electromagnetic wave propagation in real-time. This model utilizes a two-dimensional path loss model based on information stored in the environment/terrain map 32. The two-dimensional model treats terrain as if it exists within a vertical plane between an RF transmitter and receiver. RF transmissions can go over or under the terrain, but they cannot leave the plane to go around terrain features. In order to construct the two-dimensional model, a vertical plane is intersected between the x, y, and z coordinates of transmitting and receiving antennas in the environment/terrain map 32. Two calculations are then performed on this slice of terrain. First, a free space estimate of the RF wave propagation from the transmitter to the receiver is calculated using the following equation:

\[ P_{r} = P_{t} G_{t} G_{r} \lambda^{2} (\theta \phi) \]
where:

- $P_t$ = the transmitted power
- $G_t$ = the gain of the transmitting antenna
- $G_r$ = the gain of the receiving antenna
- $\lambda$ = transmitted wavelength
- $d$ = the distance between the antennas
- $L$ = a system loss factor

This calculation estimates the received power of the transmissions as if the two antennas were in a free space, with no obstructions of any kind. Next, a plane earth calculation is performed. In a plane earth estimate of RF propagation, another path from the transmitter to the receiver is taken into consideration, the reflected path from the transmitter to the ground to the receiver, using the following equation:

$$P_r = P_t \times G_t \times G_r \times \frac{1}{d^4}$$

where:

- $P_t$ = the transmitted power
- $G_t$ = the gain of the transmitting antenna
- $G_r$ = the gain of the receiving antenna
- $h_t$ = the transmitter height
- $h_r$ = the receiver height
- $d$ = the distance between the antennas

Once both of the calculations have been performed, the lesser of the two (representing the “worst case” received power) is used as the basis for the next steps in the modeling calculations. Some of the power of RF waves is carried by secondary waves that do not travel on the direct path from the transmitter to the receiver. These secondary waves reach the receiver after being diffracted by point-sources existing between the transmitter and receiver and carry an important component of the total transmitted power. Even if a direct line of sight exists between the transmitter and receiver, these secondary waves may still be blocked, reducing the total received power. A Fresnel zone refers to a category of these secondary waves based upon the path that the waves travel. Adequate Fresnel zone clearance means that there is no significant loss of power because enough of these secondary waves are able to reach the receiver. Fresnel zone clearance is calculated as known in the art depending on which of the following criteria is met:

1. A line of sight exists between the transmitter and the receiver and there is adequate Fresnel zone clearance. In this case, the base value calculated before is used as the received power.
2. A line of sight exists between the transmitter and the receiver but there is not adequate Fresnel zone clearance. The received power is reduced further from the base power by the loss of secondary waves.
3. No line of sight exists between the transmitter and receiver. In this case, only some of the secondary waves are able to reach the receiver.

The result of these calculations is then passed back to the position-based prediction mechanism 28. A method for calculating a three-dimensional RF propagation model may be used as an alternative to the two-dimensional model. The three-dimensional model will typically require greater data processing resources. Those skilled in the art will recognize that any other RF propagation model could be used as well as the above described model.

Quality of Service Characteristics

The present network is primarily concerned with two main quality of service (QOS) parameters: throughput, which is the average amount of data delivered per time unit, usually measured in bits/second or packets/second, and delay, which is the average length of time for a packet to travel from source to destination. The present network makes use of the highest bandwidth path from the source to the destination through the use of Route Optimization and the intelligent switching system. When a high speed, wireless, local area network link is available, it will typically be used instead of the wide area link.

FIG. 10 shows a state diagram 68 for the present switching system wherein a mobile node can only attach to its home network when it is using its local area network interface. The present system begins with the Connection Lost state which clears some internal variables, disables the local area network interface, and enables the wide area network interface. Control then passes to the Purge Routes state, which clears the routing information stored by the mobile node. In the Acquire state, the mobile node attempts to register with its home agent by sending registration requests on all available network interfaces. Control is then automatically transferred to the Care-of Wait state, where the mobile node waits for a response from its registration requests. If the attempts to register fail, the mobile node will re-send the registration requests, remaining in the Care-of Wait state. If re-sending is not allowed, the mobile node will return to the Acquire state and generate new registration requests. If the registration request is successful, the mobile node enters the Care-of Registered state, which corresponds to the Mobile IP notion of being attached to a foreign network. The mobile node can remain in this state indefinitely, as long as re-registration attempts on the same interface that was used previously are successful. Registration attempts can only be made using an interface that is enabled and the mobile node can be instructed to communicate with a specific interface. If these registration attempts fail, the mobile node returns to the Connection Lost state, and the process begins again.

In addition to the failed registration attempt, the mobile node may leave the Care-of Registered state if a switch command is received from the Model Daemon 22 instructing the mobile node to switch from its local area network (LAN) interface to its wide-area network (WAN) interface. In this case, the mobile node enters the Connection Lost state. If the switch command is to change from the wide-area network interface to the local area network interface, the system must first enable the local area network interface and disable the wide-area network interface. At this point, the system cannot enter the Connection Lost state, because this would change the enable/disabled state of the network interfaces again. Instead, the Connection Lost state is skipped and the Purge Routes state is entered directly. Then, once in the Acquire state using the local-area network interface, the system will either enter the At Home state (if the mobile node is attached to the home network) or eventually the Care-of Registered state (if the mobile node is attached to a foreign network).

At many different places in the state diagram 68 the mobile node attempts to detect if its home agent is present on the directly connected sub-networks. If a home agent is detected (because the mobile node receives home agent advertisement messages), the mobile node immediately enters the At Home state. Once in the At Home state, the mobile node will remain there until it receives a command to switch to the wide area network interface, at which point it will enter the Connection Lost state.

A graphical user interface (GUI) may be provided with the present system in order to monitor the state of the mobile...
node, as shown in FIG. 11. The switching system GUI consists of a representation of the terrain map 32 and a display of state information. The terrain map 32 is displayed in a grid having the desired dimensions, with the local area network transmitter defining the center of the local area network for the terrain map and being designated in black at the center of the grid. The height of the terrain may be indicated by colors on the map or other means such as topological elevation lines. For example, the terrain map depicted in FIG. 11 is illustrated using an elevation code which could, for example be designated in meters. It is recognized and anticipated that any coding system and any elevational measuring units may be utilized to display the terrain map. The current coordinates of the mobile node, in this case a service truck, relative to the fitted reference, are displayed to the right of the map, and the mobile node’s position is shown by the cross-hatched square on the map. The GUI also displays information about which interface the mobile node is currently using (the LAN or WAN interface) and about the quality of the DGPS information (ON or OFF). Further information on the GUI shows that the mobile node (i.e., the service truck) is at a work area, with coordinates of (−68, −248, 0). Additionally, the mobile node is using its LAN interface and its DGPS equipment is functioning correctly.

Wireless local Area Network

The present system requires a local area network in order to provide mobile nodes with the ability to communicate at high speeds to nearby fixed computers or other nearby mobile nodes. One such local area network is WaveLAN, which is a product developed by Lucent Technologies. The modular architecture of the present system can accommodate any local area network technology desired, however. The bandwidth of the local area network used with the present invention must be high enough to support such traffic as isochronous voice data, and burst, high volume traffic such as file transfer and image data. The local area network must also provide access to signal strength measurements for use in the switching system. This signal strength data is a measure of the received power of packets transmitted by another wireless host.

The local area network must also allow peer-to-peer communication.

Wireless Wide Area Network

Another important piece of the present network architecture is the wireless wide area network technology, as it provides communication coverage throughout the entire area operation and constitutes the default communication path for the different entities of the system. Any wide area network technology used with the present network architecture must provide certain capabilities in order to efficiently support the traffic characteristics of the present network architecture. One capability is that the wireless wide area network should be chosen to provide coverage of the entire work site. Preferably, this coverage should not restrict the network to line-of-sight placement of transmitters. The network must also provide point-to-multipoint or broadcast capabilities. Further, support for packetized data is necessary in order to carry the Internet Protocol traffic of the network. Additionally, although guaranteeing wide area coverage often compromises the ability to provide high bandwidth, a fair trade off is recommended since this feature will highly impact the performance of the overall system. An example of a suitable wide area network is the RFM96 Radio Modems, manufactured by Pacific Crest Corporation. The Pacific Crest are configured to transmit with a power of 2 watts, giving them enough range to completely cover a large area without line of sight placement of antennas. Another alternative for a wide area network is the use of low earth orbit satellites, which are currently under development.

Use With Ad Hoc Networking

In addition to the use of prediction and the RF propagation model with Mobile IP; the present invention can also be used in a similar fashion in Ad Hoc networks. An Ad Hoc network is a collection of wireless mobile hosts forming a temporary network without the aid of any established infrastructure or centralized administration. In such an environment, it may be necessary for one mobile host to enlist the aid of other hosts in forwarding a packet to its destination, due to the limited range of each mobile host’s wireless transmissions.

Industrial Applicability

The present invention is applicable in situations where several entities, such as autonomous or semi-autonomous machines, and operators must coordinate actions to accomplish tasks as efficiently as possible. For example, a single site operations center may direct the effort of the machinery for an entire site, collecting information about the status of the machinery, the status of the topography of the alterations being made to the site, and the status of the task to be accomplished. In addition, there is a need for communication between machines and operators to allow close cooperation between them and to coordinate various operations taking place within the work site. Information must also be communicated to service and maintenance personnel to alert them to problems that may slow down or halt performance of the machinery. The present invention accommodates a wide range of different types of messages including alert messages, network management messages to allow communication between nodes, detailed information concerning the topography of the work site, detailed information about the location of all machinery and the current state of the task or tasks being performed, audio transmissions, diagnostic and service information, and image data to allow machines to cooperate with one another and to aid a control point (operators) in the diagnosis of task interruptions. The present invention provides the ability for machines to roam between different wireless network technologies using the Mobile IP protocol with Route Optimization, peer-to-peer communication, and an intelligent switching system.

FIG. 12 illustrates a geography altering machine such as a front shovel 80 shown on location at a work site 70. The front shovel 80 is a track-type machine which performs various earthmoving operations on the work site 70. It will become apparent, however, that the principles and applications of the present invention will lend themselves to virtually any mobile tool or machine with the capacity to move over or through a work site and alter the geography of the work site in some fashion. The front shovel 80 is equipped with available hydraulic or electrohydraulic tools controls which are used to control operations of the front shovel 80.

The front shovel 80 is equipped with a positioning system (not shown) capable of determining the position of the front shovel 80 with a high degree of accuracy. In particular, the front shovel 80 may be equipped with a DGPS receiver (not shown) positioned on the front shovel 80. Other positioning systems may be employed such as GPS/laser combinations or radar. The position coordinates of the front shovel 80 within the work site 70 are obtained as the front shovel 80.
moves over the work site 70. These coordinates may be supplied as a series of discrete points to be able to calculate
the position and path of the front shovel 80 in real time or to dynamically update the terrain map 32 of the work site 70.
Additionally, the front shovel 80 may also be equipped with a local digital computer (not shown) having a display (also
not shown) which may be stored with digitized models of the work site 70 prior to alteration and a desired topography of
the work site 70 after alteration is completed. The digitized models may also be representations of the terrain map 32 or
of an environmental map which corresponds to the entire area of the work site to be altered. For example, the
environmental map includes structures in the area. The dynamically updated information or terrain map 32 may be
displayed in real time and made available to the operator of the front shovel 80 on the display. Using the information
from the display the operator can efficiently monitor and direct the manual control and operation of the front shovel
80. The positioning system and/or the local digital computer are an example of means for dynamically updating the
terrain map as the terrain is being subjected to alteration by the front shovel 80 or other mobile geophysics altering
machine.

Additionally, or alternately, the dynamic update information can be provided to an automatic machine control system
such as an electrohydraulic control system having various pumps, valves, hydraulic cylinders, motor/steering mechan-
isms and other controls associated with geophysics altering machinery. The electrohydraulic controls can provide an
operator assistance to minimize machine work, maximize performance, and limit manual control if the action by the
operator would, for example, overload the machine. Alternately, the site update information can be used to provide
fully integrated automatic machine/tool control.

Some other components of the present invention that are included in the work site 70 are a service truck 72 for
servicing the machinery at the work site 70, and a site office 74. In this example, a service technician has the ability to
take a service laptop 76 from the network at the site office 74 and attach it to the network on the service truck 72 where
it registers with a mobile router 78. When a mobile node, such as the front shovel 80 requires service, it sends a packet
containing a status message to the site office 74. The packet originates from the front shovel 80 and is sent over a
wireless local area network 82 to a router 84 at the work site 70. The router 84 is implemented on a computer system
having data input/output capability and executing software to handle IP data packets, determine the destination address,
and forward the packet over the wireless wide area network 86 to the default home agent 88 for the front shovel 80, which
is a router 88. The router 88 at the site office 74 receives the packet, determines its destination address, and forwards
the packet to local area network (LAN) 90. Before the packet is sent out of the LAN 90, the router 88 encapsulates the
packet with the service laptop’s 76 care-of address router 78 as the destination address, and forwards the packet over the
local area network 90.

The home agent router 88 determines the source of the original packet (the front shovel 80) and sends a binding update
to the front shovel 80, informing it of the current care-of address of the service laptop 76, which is the mobile
router’s 78 address. Before the encapsulated packet can be sent out over the local area network 90 to the service
laptop’s 76 foreign agent 78, the home agent router 88 intercepts the packet again. This time, the home agent
encapsulates the packet with the mobile router’s 78 care-of address as the destination address, and forwards the packet
over the wide area network 86. The home agent again determines that the front shovel 80 is the original source of
the packet and sends a binding update to it, telling it the current care-of address of the mobile router 78. The router
84 at the work site 70 receives the packet from the wide area network 86 and forwards the packet over wireless local area
network 82. The mobile router 78 receives the packet from wireless local area network 82 and removes the first encap-
sulation. The mobile router 78 attempts to forward this inner packet to the correct location. The destination address of this
inner packet is the mobile router’s 78 own address, so it instead processes the inner packet itself by removing the
inner encapsulation and forwarding the packet to the service laptop 76.

The service laptop 76 receives the packet and replies to the front shovel 80. The packet is first sent to the mobile
router 78, since it is the service laptop’s 76 default router. Using the wireless local area network’s 82 peer-to-peer
communication capabilities, the mobile router 78 forwards the packet directly to the front shovel 80 using the wireless
local area network 82.

The front shovel 80 receives the packet and also receives the two binding updates from the home agent 88. The front
shovel 80 uses the binding updates to add entries to its binding cache. Once the front shovel 80 has binding cache
tables for the service laptop 76 and the mobile router 78, it can send packets using Route Optimization until the binding
cache entries expire. The front shovel 80 first checks its binding cache, then the packet is encapsulated using the
service laptop’s 76 care-of address as the destination address, which is the mobile router’s 78 address. The front
shovel 80 again finds an entry in its binding cache, this time for the mobile router 78. The packet is encapsulated a second
time using the mobile router’s 78 care-of address as the destination address. The packet is then sent over the wireless
local area network 82. Using the local area network’s 82 peer-to-peer capabilities, the packet is delivered directly to
the mobile router 78. The mobile router 78 receives the packet using the wireless local area network 82 and removes
the first encapsulation. The mobile router 78 attempts to forward this inner packet to the correct location. The destina-
tion address of this inner packet is the mobile router’s 78 own address, so it instead processes the inner packet itself by
removing the inner encapsulation and forwarding the packet to the service laptop 76. The service laptop 76 receives the
packet and replies to the front shovel 80. The packet is first sent to the mobile router 78, since it is the service laptop’s
default router. Using the local area network’s 82 peer-to-peer capabilities, the mobile router 78 forwards the packet
directly to the front shovel 80 using the wireless local area network 82. The front shovel 80 receives the packet.

Since the front shovel 80 has binding updates for the service laptop 76 and the mobile router 78, the packets are
no longer routed over the wide area network 86. This utilizes network resources efficiently and minimizes the use of the
low speed wide area network. Note that in the foregoing example, the Route Optimization software on the front
shovel 80 must perform double encapsulation in order to send packets directly to the service laptop 76.

The example discussed above included only one work site 70, however, the present invention may be implemented to
cover multiple work sites and multiple machines at each work site. Further, when multiple machines are employed, it
is also possible to have each display associated with each of the machines display the updated information. The displays
are capable of dynamically updating the terrain map 32 which is seen by either or both of the machines.
Additionally, when multiple machines are used, it is further possible to dynamically update the propagation model of communication signals in response to the updating of the terrain map.

Other aspects, objects and advantages of the present invention can be obtained from a study of the drawings, the disclosure and the appended claims.

What is claimed is:

1. A method for dynamically updating a propagation model of communication signals in an area being subjected to earthworking operations by an earthworking machine which alter a topology of a terrain, the method comprising the steps of:
   storing a terrain map representative of the terrain prior to the terrain being subjected to alteration by the earthworking machine;
   dynamically updating the terrain map of the area as a function of the earthworking operations in real time with a computer;
   dynamically updating the propagation model in response to updating the terrain map in real time with the computer; and
   predicting the quality of communication signals at a location at a future time based on the propagation model.

2. The method of claim 1 further comprising the step of dynamically updating an environmental map of the area, the environmental map including at least one structure in the area.

3. The method of claim 2 wherein the structure is a stationary structure.

4. The method of claim 2 wherein the structure is a moving structure.

5. The method of claim 2 further comprising the step of dynamically updating the terrain map in response to the updating of the environmental map.

6. The method of claim 1 further comprising the step of providing an operator display of the terrain map.

7. The method of claim 6 further comprising the step of displaying the terrain map on the operator display.

8. An apparatus for dynamically updating a propagation model of communication signals in an area being subjected to a mobile geography-altering machine capable of altering a topology of a terrain, the apparatus comprising:
   means for storing a terrain map representative of the terrain prior to the terrain being subjected to alteration by the mobile geography-altering machine;
   means for dynamically updating the terrain map as the terrain is being subjected to alteration by the mobile geography-altering machine in real time with a computer;
   means for dynamically updating the propagation model in response to updating the terrain map in real time with the computer; and
   means for predicting the quality of communication signals at a location at a future time based on the updating of the propagation model.

9. The apparatus of claim 8 wherein the storing means is located remotely from the mobile geography-altering machine.

10. The apparatus of claim 8 wherein the storing means is located on the mobile geography-altering machine.

11. The apparatus of claim 8 wherein the mobile geography-altering machine comprises a display, which is capable of displaying the updated terrain map.

12. The apparatus of claim 8 further comprising a second geography-altering machine and the apparatus further comprises means for dynamically updating the terrain map as the terrain is being subjected to alteration by the second mobile geography-altering machine.

13. The apparatus of claim 12 further comprising means for dynamically updating the propagation model in response to updating the terrain map as the terrain is being subjected to alteration by the second mobile geography-altering machine.

14. An apparatus for dynamically updating a propagation model of communication signals in an area being subjected to a mobile geography-altering machine capable of altering a topology of a terrain, the apparatus comprising:
   means for storing a terrain map representative of the terrain prior to the terrain being subjected to alteration by the mobile geography-altering machine;
   means for dynamically updating the terrain map as the terrain is being subjected to alteration by the mobile geography-altering machine;
   means for dynamically updating the propagation model in response to updating the terrain map; and
   means for predicting the quality of communication signals at a future time based on a predicted location of the mobile geography-altering machine as a function of the speed and direction of travel of the mobile geography-altering machine.

15. An apparatus for dynamically updating a propagation model of communication signals in an area being subjected to a mobile geography-altering machine capable of altering a topology of a terrain, the apparatus comprising:
   means for storing a terrain map representative of the terrain prior to the terrain being subjected to alteration by the mobile geography-altering machine;
   means for dynamically updating the terrain map as the terrain is being subjected to alteration by the mobile geography-altering machine;
   means for dynamically updating the propagation model in response to updating the terrain map; and
   means for predicting the quality of communication signals at a location at a future time based on the previous quality of communication signals at a predicted location of the mobile geography-altering machine.

16. A method for dynamically updating a propagation model of communication signals in an area being subjected to a first and a second earthworking machine which alter a topology of a terrain, the method comprising the steps of:
   storing a terrain map representative of the terrain prior to the terrain being subjected to alteration by the first and the second earthworking machines;
   dynamically updating the terrain map of the area as a function of the first and the second earthworking machines in real time with at least one computer;
   dynamically updating the propagation model in response to updating the terrain map in real time with the at least one computer; and
   predicting the quality of communication at a location at a future time based on the propagation model.

17. The method of claim 16 further comprising the step of dynamically updating an environmental map of the area, the environmental map including structures in the area.

18. The method of claim 17 wherein the structures are stationary structures.

19. The method of claim 17 wherein the structures are moving structures.

20. The method of claim 17 further comprising the step of dynamically updating the terrain map in response to the updating of the environmental map.
21. The method of claim 16 further comprising the step of providing an operator display of the terrain map on the first and the second earthworking machines.

22. The method of claim 21 further comprising the step of displaying the terrain map on the operator displays.

23. The method of claim 22 further comprising the step of dynamically updating the terrain map on the operator displays.

24. An apparatus for dynamically updating a propagation model of communication signals in an area being subjected to a first and a second earthworking machine which alter a topology of a terrain, the apparatus comprising:

a means for storing a terrain map representative of the terrain prior to the terrain being subjected to alteration by the first and the second earthworking machines;

a means for dynamically updating the terrain map of the area as a function of the first and the second earthworking machines;
a means for dynamically updating the propagation model in response to updating the terrain map; and
a means for predicting the quality of communication at a location at a future time based on the propagation model.

25. The apparatus of claim 24 wherein the first and the second earthmoving machines each comprise an operator display for displaying the terrain map.

26. The apparatus of claim 25 wherein the terrain map is dynamically updated on each of the operator displays.
It is certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below:

**Column 19.**
Line 33, delete "struck." and insert -- structure --.
Line 51, delete "," and insert -- ; --

Signed and Sealed this

Twenty-eighth Day of September, 2004

JON W. DUDAS

Director of the United States Patent and Trademark Office