ABSTRACT

In this paper, we detail our efforts at creating and running a controlled study designed to examine how students in a MOOC might be motivated to do a better job during peer grading. This study involves more than one thousand students of a popular MOOC. We ask two specific questions: (1) When a student knows that his or her own peer grading efforts are being examined by peers, does this knowledge alone tend to motivate the student to do a better job when grading assignments? And (2) when a student not only knows that his or her own peer grading efforts are being examined by peers, but he or she is also given a number of other peer grading efforts to evaluate (so the peer graders see how other peer graders evaluate assignments), do both of these together tend to motivate the student to do a better job when grading assignments? We find strong statistical evidence that “grading the graders” does in fact tend to increase the quality of peer grading.

1. INTRODUCTION

A massive open online course (MOOC) [24] is a web-based online course that is open to virtually all interested participants, with few restrictions to registration. Running a MOOC is challenging for many reasons, not the least of which is ensuring high-quality grading. The largest MOOCs have on the order of tens of thousands of participants who actually complete some fraction of the assignments and examinations. Clearly, grading at this scale is beyond even the largest team of instructors and TAs.

One solution to the problem of grading so many submissions is for the instructor to design assignments and examinations in such a way as to ensure that student work can be automatically graded. For example, multiple choice examinations can be given. For another example, in a computer programming class, student programs can be put through a test suite by an automated grader, and the number of test cases passed can be used to assign a student a grade.

The obvious problem with automated grading is that there exist courses for which purely automated grading is not possible. An example that we are intimately familiar with (and the course that is the subject of the experimental study described in this paper) is a course on interactive game programming in Python1. Since games by their very nature require a user to play them in order to test correctness, it is exceedingly difficult to utilize automated grading to score student-constructed games. Another example is a mathematics class where the construction of proofs is a key part of the course; fully automated grading of student proofs is not feasible at this time. Courses in the social sciences or languages are also not amenable to fully automated grading.

Peer Grading. The common way to scale up grading that cannot be automated is to rely on peer grading [21, 9, 30, 22, 8, 14, 15], where student submissions are distributed to other students in the class to be graded. Peer grading has many benefits. In addition to offering a way to crowdsource the grading of student work so as to achieve virtually infinite scalability, peer grading also has pedagogical benefits [6]. Students who grade other students’ assignments can benefit from this activity. In particular, they are forced to carefully consider the validity of a wide variety of solutions to a problem. As a result, commonly used MOOC platforms such as Coursera [1] offer built-in facilities to support peer grading.

Peer grading, however, is not a panacea. Our personal experience is that in a MOOC, low quality peer grading can be a problem. The main reason for poor grading seems to be a simple lack of effort, rather than inability or maliciousness. On Coursera, for example, students are assessed a 20% penalty when they fail to peer grade. One unfortunate (and common) student response is simply to give all peers perfect scores. Consider the “An Introduction to Interactive Programming in Python” (IIPP) course that we have offered for a number of years on Coursera, and which serves as the subject of the study described in this paper. On the two assignments central to our study (Stopwatch and Memory), in those cases where we were able to automatically find an error that should have resulted in one or more points being deducted, the peer grader gave full credit 53% of the time (4,168/7,855 grades given). In contrast, in those cases where we could find no error automatically, only 2% of the time (292/16,427 grades given) did the grader take off more than one point.

This sets up the question that is at the heart of the paper:

How can an educator running a MOOC motivate students to do a better job of peer grading?

Our goal is to identify a simple and practical method for motivating students to perform high-quality peer grading, and to then rigorously test this method in a controlled experiment, in a real MOOC.

While we are primarily interested in MOOCs, we point out that answering this question definitively would have implications beyond MOOCs. Consider the task of ensuring high-quality peer re-

---

1See https://www.coursera.org/course/interactivepython.
views of submissions to a competitive, academic conference. Reviewers agree to review submissions out of a sense of obligation or because they want to be associated with a prestigious conference, and often lack motivation to do a good job. Methods that work well in a MOOC might also help in motivating conference reviewers.

Motivating Peer Graders. One method for motivating peer graders that seems to have entered into the folklore is the method of “sentinels.” Instructors or TAs pre-grade a few assignments, which are then added into the general population of assignments. These are called “sentinels.” Since we know something of the ground-truth grade for the sentinels, it is possible to identify graders whose grades differ significantly from the expected score. Such off-target grading efforts could be identified, and students might be given some sanction for doing such a poor job grading the sentinels.

However, there are some inherent problems with the use of sentinels. Based on our experience in delivering several MOOCs, a substantial subset of the students enjoy discussing their peers’ work in the class forums. Eventually, the sentinels themselves would be a popular topic for discussion. Of course, this knowledge would diminish the effectiveness of sentinels in motivating student effort during peer grading. Further, sentinels are meant to detect and presumably punish poor grading efforts. The idea of punishing students for poor grading seems counter-productive, especially when many students who are taking the MOOC are doing so simply to learn the topic. How does one punish a student who simply wants to learn the course material?

Perhaps a better approach would be to motivate students to do a better job. In this paper, we investigate a very different method for motivating peer graders. Rather than punishing (or rewarding) students for their peer grading, we examine the utility of crowdsourced examination of peer grading efforts. We ask two questions:

1. When a student knows that his or her own peer grading efforts are being examined by peers, does this knowledge alone tend to motivate the student to do a better job when grading assignments?

2. When a student not only knows that his or her own peer grading efforts are being examined by his or her peers, but he or she is also given a number of other peer grading efforts to evaluate (so the students see how other peer graders evaluate assignments), do both of these together tend to motivate the student to do a better job when grading assignments?

Crucially, there is no punishment or reward under either regime. There is only the knowledge that one’s peers are going to examine one’s grading efforts (case 1), and in addition, an exposure to how other peer graders have evaluated assignments (case 2).

Our Contributions. The idea of “grading the graders” is not revolutionary. In the context of peer review of scientific papers, this is often mentioned as a possible mechanism for ensuring high-quality peer review. However, most or all of the ideas along these lines rely on logical argument or thought experiment to demonstrate utility. Our efforts differ in that not only have we designed and implemented a system for grading the graders, but—far more importantly—we have also designed and run a large-scale, controlled experiment to evaluate the utility of the approach. Such studies should be considered mandatory as the community attempts to figure out the correct way to run a MOOC.

Our specific contributions are as follows:

1. We describe two easily-implementable and easily-deployable methods for motivating peer graders in a MOOC. These methods have the advantage that they require only moderate levels of effort from the MOOC community.

2. We conduct a carefully designed, controlled experimental evaluation of these methods in the context of a popular interactive (game programming) MOOC. We assert that such a controlled experiment is the only reliable way to collect data supporting or refuting the utility of a particular methodology in the context of a MOOC.

3. We find evidence that there are significant differences among the various study groups, even among the subset of students who are motivated enough to sign up for such a study.

Summary of Findings and Recommendations. Surprisingly, we found little evidence that simply knowing that one’s grading efforts were going to be graded results in a superior grading effort. That is, those study participants who did not grade others, but only had their grading efforts graded, did not perform much better than those in the control group. However, those who participated in the full regime—students who had their grading efforts graded and graded others’ grading efforts—not only did a better job grading during the study (which lasted for two assignments), but the positive effects were lasting. That is, those who participated in the “grading the graders” regime continued to do a better job than those who did not participate in the full regime, even after the study ended.

Thus, the key to achieving better grading results seems to be actually seeing how other people grade, and not simply knowing that grading efforts are being monitored. As discussed in Section 6, we conjecture that actually seeing that other students put in the effort to do a good job helps provide the motivation that students need to do a good job when it is their turn to grade. In this case, simply showing examples of good grading is not enough; students must be shown evidence that their peers are actually producing such high quality efforts. This is exactly what the “grading the graders” regime does. Thus, our recommendation is that MOOCs that rely on peer grading should utilize the “grading the graders” regime for at least one or two assignments at the beginning of the class; our study seems to indicate that this should have a positive effect on grading quality.

2. BACKGROUND

IIPP is a 9-week course designed to help students with very little computing background learn the basics of writing simple interactive programs (games of various types) using the Python programming language. No prior programming experience is assumed. The course covers the basic syntax and semantics of Python, as well as object-oriented programming. Students learn the material of the course by completing a series of “mini-projects” including games such as Pong, Blackjack and Asteroids. We administered the study in the Fall 2013 session of the course. In that session, 120,000 students enrolled and 7,500 finished the course.

One challenging aspect of designing a Python programming MOOC for beginners is making sure that tens of thousands of inexperienced students are able to develop and run Python programs on their own machines. These students use a wide variety of machines and operating systems and there is no way of ensuring that they will all be willing or able to install the same version of any particular software package. Since IIPP relies on peer grading, these programs need to be completely portable. To facilitate this, IIPP

2 As an aside, this would seem to argue against a sentinel-based approach, which by its nature relies on monitoring of grading efforts to increase grading quality.
makes use of a browser-based programming environment called “CodeSkulptor” [29]. Any instructor or peer grader with access to the URL that points to the saved code can open and run the code, meaning that submitting a program is equivalent to submitting a URL.

```python
import simplegui
# define global variables
minute = 0
second = 0
millisecond = 0
time = "0:00.0"
score = "0/0"
wins = 0
attempts = 0
#Function for the game
def score_keeper():
    ...
# define event handlers for buttons; "Start", "Stop", "Reset"
def timer_handler():
    ...
#Ensure there is a zero before the one
def second_string():
    ...
def reset_handler():
    timer.stop()
time = "0:00:0"
second = 0
millisecond = 0
minute = 0
score = "0/0"
attempts = 0
wins = 0
# define draw handle
def draw_handler(canvas):
    global time
canvas.draw_text(time, (100, 150), 50, 'White')
    canvas.draw_text(score, (230, 30), 30, 'Green')
# register event handlers
def start_handler():
    timer.start()
def stop_handler():
timer.stop()
score_keeper()
# create frame
frame = simplegui.create_frame("Stopwatch THE GAME", 300, 300)
button1 = frame.add_button('Start', start_handler, 100)
button2 = frame.add_button('Stop', stop_handler, 100)
button3 = frame.add_button('Reset', reset_handler, 100)
timer = simplegui.create_timer(100, timer_handler)
frame.set_draw_handler(draw_handler)
# start frame
frame.start()
```

Figure 2: Source code listing of a submitted Stopwatch submission.

2.1 Assignments

The study described here concerns two different IIPP programming assignments, Stopwatch and Memory. We describe those programming assignments now.

Stopwatch. Stopwatch was assigned during the fourth week of the course. 10,500 students completed the regular version of the Stopwatch assignment, and 2,366 additional students participated in the study and completed the study version of the assignment.

In this project, students write the application whose screenshot is shown above in Figure 1a. Students must implement three buttons: a “start” button, a “stop” button, and a “reset” button. The application implements a simple game where a player presses the start button, which starts a timer that is accurate down to a tenth of a second. The player then attempts to press the stop button when the tenths position of the timer is zero (that is, the player attempts to hit “stop” at a whole second). The application should display the number of times that the user does this correctly. For example, displaying “3/4” means that the user has successfully stopped the timer at a whole second three out of four times. A partial listing of one student’s code for this assignment is given in Figure 2.

Memory. Memory was assigned at the beginning of the sixth week of IIPP. 7,600 students completed the regular version of Memory, and 1,746 of the 2,366 students who completed the study version of Stopwatch also completed the study version of Memory.

In this project, students build a game which first displays eight pairs of cards face down. A move consists of the player flipping over two cards. If they match, the game leaves them face up. Otherwise, they are flipped back face down. The goal is to flip all the cards face up in the minimum number of moves. Figure 1b shows a screenshot of a completed Memory assignment.

2.2 Peer Grading

Since submissions in IIPP are all interactive programs, they are very difficult to grade automatically, so IIPP utilizes Coursera’s peer grading facilities.

Peer grading takes place after all students submit their programs. Students are required to assess five of their peers’ programs and their own program. For each program, grading instructions are presented to the students followed by a series of rubric items. Figure 3 shows the rubric supplied to students for Stopwatch.

For each rubric item, students need to choose how many points to assign using a drop-down menu. After choosing a number of points from the drop-down menu, students can provide additional comments for that specific rubric item in a text area right below the
drop-down menu. After grading the program, students can optionally provide a comment giving overall feedback on the submission.

Peer Grading Quality. We estimate that it takes an average grader about 10 minutes to do a reasonable job of grading a typical IIPP assignment, meaning that the grading load for each student is one hour per assignment. In our experience, some students voluntarily spend more time than that grading, but unfortunately, some students spend much less time. In fact, the amount of time and effort spent grading—and hence the accuracy of the peer grading effort as well as its utility to the students being graded—varies widely.

For just one example of this variance, consider Figure 4 which shows an average to above-average grading effort for one particular Stopwatch submission. The grader took off a few points for four of the eight rubric items (giving eight out of 13 points total), and for each of those items, reasonable comments were given.

In contrast, a second grader for this very same submission gave full credit (13 out of 13) to the submission. No comments at all were offered, except for a terse “Very fancy timer :) Great job.” under the “Overall” category. Disparities in grading effort such as this are common, and are precisely our motivation for undertaking the study described in the remainder of the paper. We wish to ask the question: How might we motivate students to put in the effort required to produce an evaluation that is of equivalent quality to the evaluation depicted in Figure 4?

3. GRADING THE GRADERS

At the highest level, the approach we explore to motivating peer graders is to expose the peer graders themselves to grading, and ask them to grade others’ grading efforts. Our hypothesis is that if graders know that they will be evaluated, and if they see the sort of grading efforts put forth by their peers, they will be more motivated to submit high quality evaluations.

In this section, we briefly describe the relatively simple software infrastructure that we implemented to evaluate this idea.

3.1 Stage One: Grading the Graders

A few days after students participating in the IIPP “grading the graders” regime finish their peer evaluations, they receive an email with a link to a web application. Following this link leads the student to a page where they are asked to evaluate a set of peer evaluations for five random submissions.

Following this link presents a simple web page that has a link to the assignment that is the subject of the various evaluations. A screen shot of the web page is shown in Figure 5. The web application allows students to cycle through the various rubric items, one at a time. For each rubric item, six different peer evaluations are shown. The application displays the score assigned by each of the six peer evaluators, as well as any comments. The student who is evaluating the evaluators is instructed to click a radio button next to each of the evaluations. The buttons are labeled with “good,” “neutral,” and “bad,” referring to the quality of the evaluation. Typically, a student will look through the various evaluations and comments, and if the evaluators all give the rubric item full credit, the student will assign each a score of “good.” If one of the evaluators has taken off some credit, the student will look at the submitted assignment to see if he/she agrees with the loss of credit, and evaluate each of the evaluations accordingly.

After the student evaluates each of the evaluations, the student clicks the “submit” button to move onto the next rubric item. After cycling through each of the rubric items, a final web page informs the student that he/she has completed the “grading the graders” process.

3.2 Stage Two: Examining Evaluations

Some time later, students who complete the “grading the graders” process will receive an email with a link to a web application that allows the student to see how others evaluated his or her own peer grading efforts. Since students are required to evaluate six assignments (five other students’ assignments, as well as their own), following the link presents a web page that first lists links to six assignments that the student evaluated. For a particular rubric item, the web page lists each of the six evaluations that the student performed, along with the ratings supplied by those who participated in the “grading the graders” activity. Figure 6 shows a screenshot of the interface.

After cycling through the various rubric items, students are then given the opportunity to examine the grading of their own assignments. That is, the student can see how those who “graded the grader” viewed the quality of the grades for his or her own submission on the assignment. The student can choose to go to a screen that lists (for a particular rubric item) all of the evaluations of his or her own submission, along with the number of times that an examiner determined that the evaluation was “good,” “neutral,” or “poor.”

4. EXPERIMENTAL DESIGN

Our central goal is to evaluate whether or not such a framework might have some utility in motivating students to perform high-quality peer evaluations. In this section, we describe in detail the study that we designed and executed to this effect.

4.1 Study Overview

The study was open to all participants in the Fall 2013 incarnation of the IIPP class. Because we would be asking participants to do a non-trivial amount of work, and (more importantly) because participants would have their work examined by others, participation needed to be voluntary. There was some concern that voluntary participation would skew the results, making it more difficult to detect effects. After all, those MOOC participants who are motivated
The program has a working "Start" button that starts the timer.

The program has a working "Stop" button that stops the timer.

The program has a working "Reset" button that stops the timer (if running) and resets the timer to 0.

The time is formatted according to the description in step 4 above. Award partial credit corresponding to 1 pt per correct digit. For example, a version that just draws tenths of seconds as a whole number should receive 1 pt. A version that draws the time with a correctly placed decimal point (but no leading zeros) only should receive 2 pts. A version that draws minutes, seconds and tenths of seconds but fails to always allocate two digits to seconds should receive 3 pts.

The program correctly draws the number of successful stops at a whole second versus the total number of stops. Give one point for each number displayed. If the score is correctly reported as a percentage instead, give only one point.

The "Stop" button correctly updates these success/attempts numbers. Give only one point if hitting the "Stop" button changes these numbers when the timer is already stopped.

In the test, I stopped the clock 2.9 and the program showed 2.0 and count 1 correct attempt. I think some problems occurred because the way how you count the number with a non-integer number.

Knowledge of community standards in peer grading to the examiner and being motivated by knowing that others will be examining one’s peer evaluations. We call this group $G_2$.

3. The control group. These are people who sign up for the study, but then are not asked to do anything other than participate as usual in the IIPP class. We call this group $G_3$.

By design, we set the ratio of the sizes of three groups to be $G_1 : G_2 : G_3 = 8 : 1 : 1$. The reason for the large size of $G_1$ is that we needed the group to be large enough that it could produce enough evaluations so that members of $G_2$ could consume evaluations of their peer grading efforts, without contributing any evaluations of their own. We were concerned about the effect group size imbalance might have on the statistical power of any analyses that we would need to run, but again, this seemed necessary.

In order to enroll in the study, students were asked to complete a simple web consent form and submit their email address. The consent form described that there were three groups that students could be assigned to (including one where they would be asked to do nothing more than they would normally do in the IIPP class), but not the specific study goals nor what was being measured. Because students could easily communicate on the Coursera forums,
there was little point in trying to blind the study so that students would not understand what group they were in. In fact, we decided that attempting to blind the study in this way would be worse than not, since we were concerned that it would encourage students to carefully compare notes on class forums regarding what they were seeing, possibly biasing the results.

To motivate students to sign up for the study—we were especially interested in attracting somewhat less motivated students from the general student population who might not have otherwise signed up—a Nexus tablet was promised to one randomly-selected student from each group.

4.2 Timeline and Details

All students who submitted the consent form were randomly assigned to groups. 3,015 students completed a consent form during the enrolling phase. 2,412 students were assigned to $G_1$, 301 students to $G_2$ and 302 students to $G_3$. All students received an email with information describing what they needed to do in the study.

It was expected that all students in the study would participate in the study during both the Stopwatch and Memory assignments. Here we detail the timeline that was used for both assignments.

**Day 1.** The assignment (Stopwatch/Memory) is posted and a special submission page for the study (separate from the normal submission page) is opened; study participants were asked to submit to the special submission page for the study (separate from the normal submission page) by day 9, he or she was removed from the study. Students begin peer evaluation. They have one week.

**Day 16.** Peer evaluation ends. At this point, the evaluation phase begins and emails are sent to all $G_1$ students pointing them to the web page where they can evaluate others’ evaluations. Three days were allotted to this task. 201 students outside of the study (in the case of Stopwatch) and 421 students outside of the study (in the case of Memory) also (mistakenly) submitted to the special study submission page. We were happy to have extra evaluations to work with, so these students were treated as $G_1$ students and asked to “grade the graders,” but they are not otherwise included in the study results. (Interestingly, 60 of the 201 “mistaken Stopwatch” students and 124 of the 421 “mistaken Memory” students actually completed the “grading the graders” task of Section 3.1).

**Day 19.** “Grading the graders” ends. In the case of Stopwatch, 1,891 out of 2,412 $G_1$ students and 244 out of 301 $G_2$ students (those who had successfully completed study requirements) receive emails pointing them to a URL where they can see what others thought of their submitted evaluations. In the case of Memory, 1,387 $G_1$ students and 192 $G_2$ students receive this email.

5. EXPERIMENTAL RESULTS

In this section, we describe in detail the results we obtained by analyzing the data that we collected.

5.1 Hypotheses Tested

Our goal was to determine whether or not there was some evidence that students enrolled in $G_1$ did a better job grading compared to either $G_2$ or $G_3$, or both. As we will discuss in detail shortly, if we find that $G_1$ generally does a better job, then it might be taken as evidence that the “grading the graders” regime does in fact motivate peer graders.

Thus, our data analysis task comes down to measuring the quality of students’ grading efforts. We felt that (short of having a human expert review on the order of 10,000 peer grading submissions) the two best proxies for measuring quality are (1) whether or not an evaluator gets it right, and typically gives a high score to a good program and typically gives a low score to a bad program, and (2) how much time and effort are taken in writing comments.

However, it turns out that it is not trivial to measure either of those proxies. The problem with looking at score accuracy is that we do not actually know when a submission is in fact a good program, and when it is bad. These are, after all, interactive programs that are very difficult to grade automatically. This is why the IIPP course relies on peer grading. And without actually reading the comments, it is difficult to measure the effort level.

To address the first difficulty, we manually devised a number of assignment-specific program analyses that were able to automatically and roughly categorize student submissions as being good or bad. These methods simulated each submission on a large number of manually written “tests” — defined here as finite sequences of events — and recorded the program’s executions on these tests. A large number of manually designed rules were then used to judge the correctness of these executions. The analyses that we ran were not perfect. However, we used deep knowledge about the assignments, as well as a large amount of effort, to make our tests and rules as accurate as possible. Moreover, any inaccuracy in the classification will tend to mask the accuracy (or inaccuracy) of a set of program grades in a systematic way (since a mis-categorized program will be graded by members of $G_1$, $G_2$ and $G_3$) and so such inaccuracies are unlikely to introduce bias into our analysis.

To address the second difficulty, we decided to use comment length as a reasonable measure of the quality of a comment. Of course, it is always possible for a grader to write a long but inane and useless comment, but in general, one would expect a longer comment to correlate with more care on the part of the grader.
Stopwatch

<table>
<thead>
<tr>
<th>Group A</th>
<th>Group B</th>
<th>Group A Mean</th>
<th>Group B Mean</th>
<th>p-value</th>
<th>Group A Mean</th>
<th>Group B Mean</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1$</td>
<td>$G_2$</td>
<td>12.91</td>
<td>12.91</td>
<td>0.5889</td>
<td>10.88</td>
<td>10.89</td>
<td>0.7781</td>
</tr>
<tr>
<td>$G_1$</td>
<td>$G_3$</td>
<td>12.91</td>
<td>12.88</td>
<td>0.0255</td>
<td>10.88</td>
<td>10.87</td>
<td>0.3501</td>
</tr>
<tr>
<td>$G_2$</td>
<td>$G_3$</td>
<td>12.91</td>
<td>12.88</td>
<td>0.0477</td>
<td>10.89</td>
<td>10.87</td>
<td>0.1987</td>
</tr>
</tbody>
</table>

$H_0^A$ = “The mean score for group A is no greater than the mean score for group B on good programs”

Memory

<table>
<thead>
<tr>
<th>Group A</th>
<th>Group B</th>
<th>Group A Mean</th>
<th>Group B Mean</th>
<th>p-value</th>
<th>Group A Mean</th>
<th>Group B Mean</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1$</td>
<td>$G_2$</td>
<td>12.02</td>
<td>12.09</td>
<td>0.1095</td>
<td>10.29</td>
<td>10.36</td>
<td>0.1911</td>
</tr>
<tr>
<td>$G_1$</td>
<td>$G_3$</td>
<td>12.02</td>
<td>12.04</td>
<td>0.3543</td>
<td>10.29</td>
<td>10.39</td>
<td>0.0783</td>
</tr>
<tr>
<td>$G_2$</td>
<td>$G_3$</td>
<td>12.09</td>
<td>12.04</td>
<td>0.7527</td>
<td>10.36</td>
<td>10.39</td>
<td>0.3214</td>
</tr>
</tbody>
</table>

$H_0^A$ = “The mean score for group A is no less than the mean score for group B on bad programs”

$H_0^A$ = “The median comment length for group A is no greater than the median comment length for group B on good programs”

<table>
<thead>
<tr>
<th>Group A</th>
<th>Group B</th>
<th>Group A Median</th>
<th>Group B Median</th>
<th>p-value</th>
<th>Group A Median</th>
<th>Group B Median</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1$</td>
<td>$G_2$</td>
<td>11</td>
<td>10</td>
<td>0.6603</td>
<td>12</td>
<td>10</td>
<td>0.0060</td>
</tr>
<tr>
<td>$G_1$</td>
<td>$G_3$</td>
<td>11</td>
<td>11</td>
<td>0.7888</td>
<td>12</td>
<td>10</td>
<td>0.0036</td>
</tr>
<tr>
<td>$G_2$</td>
<td>$G_3$</td>
<td>10</td>
<td>11</td>
<td>0.8341</td>
<td>10</td>
<td>10</td>
<td>0.9356</td>
</tr>
</tbody>
</table>

$H_0^A$ = “The median comment length for group A is no less than the median comment length for group B on bad programs”

$H_0^A$ = “The fraction of people doing a ‘bad job’ in group A is no less than the fraction doing a ‘bad job’ in group B”

<table>
<thead>
<tr>
<th>Group A</th>
<th>Group B</th>
<th>Group A Mean</th>
<th>Group B Mean</th>
<th>p-value</th>
<th>Group A Mean</th>
<th>Group B Mean</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1$</td>
<td>$G_2$</td>
<td>0.3820</td>
<td>0.4007</td>
<td>0.0721</td>
<td>0.3477</td>
<td>0.4021</td>
<td>0.0004</td>
</tr>
<tr>
<td>$G_1$</td>
<td>$G_3$</td>
<td>0.3820</td>
<td>0.4091</td>
<td>0.0191</td>
<td>0.3477</td>
<td>0.4157</td>
<td>0.0001</td>
</tr>
<tr>
<td>$G_2$</td>
<td>$G_3$</td>
<td>0.4007</td>
<td>0.4091</td>
<td>0.3152</td>
<td>0.4021</td>
<td>0.4157</td>
<td>0.2504</td>
</tr>
</tbody>
</table>

$H_0^A$ = “The fraction of people doing a ‘really bad job’ in group A is no less than the fraction doing a ‘really bad job’ in group B”

<table>
<thead>
<tr>
<th>Group A</th>
<th>Group B</th>
<th>Group A Mean</th>
<th>Group B Mean</th>
<th>p-value</th>
<th>Group A Mean</th>
<th>Group B Mean</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1$</td>
<td>$G_2$</td>
<td>0.04522</td>
<td>0.05051</td>
<td>0.1894</td>
<td>0.03404</td>
<td>0.04442</td>
<td>0.0691</td>
</tr>
<tr>
<td>$G_1$</td>
<td>$G_3$</td>
<td>0.04522</td>
<td>0.06133</td>
<td>0.0057</td>
<td>0.03404</td>
<td>0.04648</td>
<td>0.0400</td>
</tr>
<tr>
<td>$G_2$</td>
<td>$G_3$</td>
<td>0.05051</td>
<td>0.06133</td>
<td>0.0792</td>
<td>0.04442</td>
<td>0.04648</td>
<td>0.3896</td>
</tr>
</tbody>
</table>

Figure 7: Summary of study results, comparing $G_1$ (students who both “graded the graders” and viewed the peer evaluations of their own grading efforts), $G_2$ (students who only viewed the peer evaluations of their own grading efforts), and $G_3$ (students who neither “graded the graders” nor viewed the peer evaluations of their own grading efforts). Findings significant at the 0.05 level are shown in **bold**.

With this in mind, we developed six different null hypotheses that we would test in an attempt to differentiate the quality of any two groups of graders A and B. These null hypotheses are:

**Hypothesis One:** $H_0^A$ = “The mean score for group A is no greater than the mean score for group B on good programs”

If this hypothesis is refuted, then it means that group A is doing a better job than group B in recognizing good programs, which would be a strong indicator that group A does a better job grading good programs.

**Hypothesis Two:** $H_0^A$ = “The mean score for group A is no less than the mean score for group B on bad programs”

If this is refuted, it means that group A does a better job than B recognizing bad programs, which is again indicative that group A is doing a better job.

**Hypothesis Three:** $H_0^A$ = “The median comment length for group A is no greater than the median comment length for group B on good programs”

If this is refuted, it means that group A writes longer comments on high-quality submissions than group B. We use median rather than mean since the comment length appears to have a heavy-tailed distribution, making the mean quite unstable. Refuting this would be particularly interesting, because one might expect that it is very easy for a mediocre grader to simply give full credit to a high-quality submission. A careful grader would look at the code, even if the program works well, and offer comments on the style and substance of the implementation.

**Hypothesis Four:** $H_0^A$ = “The median comment length for group A is no greater than the median comment length for group B on bad programs”

Comments on bad programs are the most important feedback that a struggling student will receive, and so this is also an important hypothesis.

**Hypothesis Five:** $H_0^A$ = “The fraction of people doing a ‘bad job’ in group A is no less than the fraction doing a ‘bad job’ in group B”

We define someone who has done a “bad job” to be a grader that either (a) gets the grade wrong, and gives a perfect score to
a program that our code analysis engine thinks is flawed (or gives a non-perfect score to a program that our engine can find no fault with), or (b) writes no comment across all rubric items. If we are able to refute this hypothesis, it means that someone from group A is less likely to do a bad job than someone from group B.

**Hypothesis Six:** \( H_0^6 = \) “The fraction of people doing a ‘really bad job’ in group A is no less than the fraction doing a ‘really bad job’ in group B”.

We define someone who has done a “really bad job” similarly to the way we define someone who has done a “bad job,” but we replace the or with an and.

For each of these hypotheses, we perform six different statistical tests. For Stopwatch, we compare (1) \( G_1 \) vs. \( G_2 \), (2) \( G_2 \) vs. \( G_3 \), and (3) \( G_2 \) vs. \( G_3 \). We also make the same comparisons for Memory. The reason that we performed these particular tests is that we were looking for evidence that the “grading the graders” regime has a positive effect on peer grading, and so it makes sense to compare those who have undertaken the full “grading the graders” program (those in \( G_1 \)) versus the other two groups. We are also interested in comparing \( G_2 \) and \( G_3 \) because we would like to see if there is any difference between the partial “grading the graders” program (those in \( G_2 \) only had their peer evaluations evaluated; they did not actually evaluate others’ peer evaluations) and the control group.

### 5.2 Statistical Significance

Checking whether these various null hypotheses are refuted obviously requires some sort of statistical test of significance to obtain a \( p \)-value for each of the hypotheses. At first glance, the textbook test for this sort of experimental setup would be a paired \( t \)-test [4], since we have two groups, \( A \) and \( B \), and in each case we are checking for a difference in the mean or the median of some statistic, computed across the groups. Further, a “paired” version of the test seems appropriate, since members of both groups are typically paired, grading the same program.

Unfortunately, a \( t \)-test, paired or otherwise, seems inappropriate when examined in detail. In fact, any sort of textbook test for significance, parametric or not, is likely going to be invalid in our experimental framework. The problem is that when we test a particular hypothesis (say, \( H_0^6 \)) we have multiple sources of correlation across the scores that are being added. Not only are the graders grading the same programs (a source of correlation that is in fact handled by a paired test) but more than one grader from each group may be grading the same program. For example, when looking at a specific program, it can be the case that five graders from group \( A \) and three graders from group \( B \) graded the same program, leading to a very unique covariance structure. Another source of correlation among the observed scores is that each grader will grade multiple programs, so that the scores may be correlated because they came from the same grader.

As a result, we had two obvious options. We could resort to something like a \( t \)-test, being cognizant of its limitations, or else we could utilize a simulation-based solution that naturally takes into account such issues, such as the bootstrap [13]. In the end, we chose the latter option.

Briefly, the idea behind the bootstrap is to use a resampling-based algorithm to simulate a very large number of data sets from the collected data set. The null hypothesis is checked on each, and the fraction of the time that the null hypothesis holds is the \( p \)-value.

To apply the bootstrap in our own setting, we generate a simulated data set as follows. Given a set of \( n \) programs called \( P \) for which one or more peer graders participating in the study actually graded, let \( cnt(A, p) \) denote the number of graders from group \( A \) who graded program \( p \in P \), and let \( scores(A, p) \) denote the set of peer grading efforts created by those graders from group \( A \). Then to bootstrap resample our data set, we first resample \( n \) programs from \( P \) by sampling \( n \) times from \( P \) with replacement. Call these sampled programs \( p_1, p_2, ..., p_n \). For each \( p_i \), we then create a new set of grading efforts for group \( A \) by resampling \( cnt(A, p_i) \) grades from \( scores(A, p_i) \). We then create a new set of grading efforts for group \( B \) by resampling \( cnt(B, p_i) \) grades from \( scores(B, p_i) \). By unioning all of the grading efforts across all \( p_1, ..., p_n \), we create a new, simulated version of our data set. This simulated version respects the correlations induced by having multiple graders grade the same program (because there will be multiple grades of the same program in the simulated data set), and it also respects correlations induced by having the same grader grade multiple programs (since this will also happen in the simulated data set).

### 5.3 Results

We ran the resulting bootstrap tests across all of the hypotheses above. All results are given above in Figure 7. For each group and for each hypothesis, we give the \( p \)-value with which we reject the relevant null hypothesis, according to the bootstrap test. In general, a \( p \)-value of less than or equal to 0.05 (or possibly 0.1) is considered to be statistically significant. We bold all \( p \)-values that are significant at \( \leq 0.05 \). Just as important, we give the mean or median value of the relevant statistic for each group that is being tested. For example, for \( H_0^6 \) = “The mean score for group \( A \) is no greater than the mean score for group \( B \) on good programs,” we give the mean program score for good programs for group \( A \) and group \( B \). These values are there to let the reader judge whether any differences are of practical significance.

In the remainder of the section, we highlight and explain a few of the results. In the next full section of the paper, we discuss the conclusions that we might draw from them.

**Many of the Findings Are Statistically Significant.** If, for a moment, we restrict ourselves to comparisons of \( G_1 \) vs. \( G_2 \) and \( G_1 \) vs. \( G_3 \), for Memory (which is the second assignment; hence, any gains might be grading the graders’ regime on Stopwatch would have had a chance to manifest themselves), 12 different null hypotheses were checked. Of those 12, 5 were rejected with a \( p \)-value \( \leq 0.05 \), and the other 2 at a \( p \)-value \( \leq 0.1 \). While there is certainly something of a multiple-hypothesis testing problem here given that 12 tests were run [23], the fact so many result in rejection of the null hypothesis seems strongly indicative of a positive effect of the full “grading the graders” regime compared to students in \( G_2 \) and the control group \( G_3 \).

**Might We Have Hurt Statistical Power By Partitioning \( G_1 \) into \( G_2 \) and \( G_3 \)?** Often, if the effect one is looking for is stronger in one segment of the population, it makes sense to stratify into subpopulations and run multiple tests, but since it results in multiple tests that each have a smaller number of samples, power is reduced.

To investigate this a bit, we re-ran each of the hypothesis tests, this time comparing \( G_1 \) vs. \( G_1 \). The results are summarized in Figure 8. Again restricting ourselves to Memory, 3 of 6 null hypotheses are rejected with a \( p \)-value \( \leq 0.02 \), and another 2 of 6 with a \( p \)-value \( \leq 0.056 \).

**No Significant Difference Between \( G_2 \) and \( G_3 \).** Of the twelve comparisons between \( G_2 \) and \( G_3 \) shown in Figure 7, only one rejects the null hypothesis at a \( p \)-value \( \leq 0.05 \). This seems to be strong evidence for the position that simply knowing that one’s grading efforts are going to be examined does not help to increase grading quality—an issue we will consider subsequently.
Many of the Findings Are of Practical Significance. It is often easy to conflate statistical significance with practical significance. When one runs a large-scale study involving thousands of participants, there are often statistically significant results that are of no practical significance. Is that the case here? Many of the results in Figure 7 and Figure 8 appear to be of practical significance as well. For one example, consider the Memory assignment results in Figure 8. We found that the percentage of graders who did a “really bad job” decreased from 41% to 35% under the regime. These reductions are perhaps more significant when one considers that the students who voluntarily signed up for the study are likely to be far more motivated already than those who did not.3

The Effects Were Lasting. Students completed three more assignments after the study ended. To see whether there were any lasting effects from the “grading the graders” regime, we analyzed the median comment lengths of student grading efforts on those assignments (as a sanity check, we also analyzed the comment lengths on the assignment immediately before Stopwatch). Figure 9 summarizes the results. We find that there is actually a significant, persistent effect of participating in the “grading the graders” regime.

6. CONCLUSIONS

It is easy to do a poor job peer grading. Intuitively, if a grader spends little time grading, then the grader will not find any problems. This leads to artificially inflated numerical grades and little feedback. As intimated in the introduction of the paper, we found that it was much more likely that a grader would give a perfect score to an imperfect program than the other way around, which supports this intuition. The students who did not do well on an assignment and most need quality feedback are the ones who suffer the most from poor grading.

Our study results corroborate the expectation that peer graders have no problem assigning high numerical scores to good assignments. There was little evidence of a difference among study groups at assigning numerical grades to good IPP programs. While there were statistically significant results showing that both groups $G_1$ and $G_2$ did a better job at assigning a grade to good Stopwatch programs, the actual differences in scores among all the groups for both Stopwatch and Memory were in the hundreds of points. Further note that the Stopwatch program was actually simpler to grade, as Memory requires a more complex set of actions to be performed by the grader to verify correctness. More than anything, this indicates that all groups graded good programs well.

Ultimately, this suggests that with no intervention, it should be expected that peer grading will bias towards higher scores. However, while little effort is required to give high scores, effort is required to provide feedback. Here we found the “grading the graders” regime to be useful for motivating the graders, even on good programs. We found that group $G_1$ did provide longer comments than both $G_2$ and $G_3$ on such programs.

In fact, the study supports the hypothesis that the full regime leads to better peer grading in general. Those in group $G_1$ did consistently do a better job grading, according to most of our metrics. Consider the Stopwatch results in Figure 8, where in 5 of 6 analyses, the null hypothesis was rejected with a $p$-value ≤ 0.05. The only case where the null hypothesis was not rejected was when checking whether those in $G_1$ did no better in scoring good programs. But this is not surprising, as discussed above.

---

3Along those lines, we did a bit of data analysis on the students who did not agree to participate in the study but managed to accidentally submit their grading efforts to the study. We found, for example, that the median comment length for everyone who signed up for the study was 47, while for the non-study group the median length was 17. Thus, there is a lot more room to improve the grading efforts of non-study participants.
Not only were the results immediately noticeable, they also seemed to be lasting. In Figure 9 we see that the median comment length for those in $G_1$ stays greater for the final three assignments in the class, compared to the other study participants. Significantly, this was after the end of the study, when students had no reason to expect that the median comment length was going to be monitored.

One might easily believe that peer graders can be motivated to do a better job simply by telling them that their evaluations will themselves be evaluated. However, we found no evidence that this is effective. In particular, those in $G_2$ tended to do no better than those in $G_3$ throughout the study. This strongly suggests that knowing that one is being monitored by one’s peers is not a strong enough motivation to do a good job grading others’ assignments. We suspect that this extends to other forms of monitoring, such as the use of sentinels to catch bad grading.

Another surprising result is that there were some significant differences between $G_1$ and both of the other two groups not only on the Memory assignment, but also on the Stopwatch assignment (see Figure 8). This was surprising because Stopwatch grading took place after students agreed to participate in the study (and after they had been assigned to groups), but before students had actually participated in the study in any meaningful way. At the point that the data were collected, the participants had yet to actually participate in the protocol described in Sections 3.2 and Section 3.1, so they had not yet examined any other students’ grading efforts, and yet the differences between groups were still significant.

The most likely explanation is that those students in $G_1$ were aware that they were participating in the full version of the study and hence they were enthusiastic and felt motivated to do well by this simple fact—they somehow felt “special,” which turned out to be highly motivational by itself. The comments on the Coursera forums seem to corroborate this explanation. This observation is one source of our belief that high-quality grading is likely as much related to good motivation as it is to good information.

Given all of this, we believe that motivation is a key component of high-quality grading, and that actually seeing cases where other students put in the effort to do a good job (or, conversely, seeing how unhelpful it is when other students do not put in such effort) helps provide motivation to student graders. Thus, we would recommend that MOOCs which utilize peer grading should consider using something like the “grading the graders” regime early on in a class, in order to help train and motivate students to do a good job grading subsequent assignments.

7. RELATED WORK

Peer evaluation has a long history in education. Many researchers have demonstrated that peer evaluation can be a beneficial part of the learning process [27, 10, 16]. Further, controlled studies have shown that peer evaluation can be a good proxy for instructor feedback [15, 30]. In addition to lessening the grading burden on instructors, peer evaluation is a valuable learning activity for the peer grader [14]. Grading someone else’s work requires retrieval and evaluation of core concepts—activities known to boost learning and retention [11].

In the context of a MOOC, peer evaluation offers some unique challenges compared to a traditional classroom environment. The first is the lack of a gating function. In a traditional classroom, most students will have taken the same preparatory classes and/or been admitted to the same school. This is not the case in a typical MOOC, where one can assume no core competence on the part of the evaluators. A second challenge is the lack of centralized oversight. There is much mention in the online education research community of the necessity of “teaching presence” [25, 28]: the need for participants to feel as if an instructor is present and monitoring the proceedings. In a traditional environment where peer evaluation may be applied, a teacher is present to settle disputes and monitor the fairness of the proceedings. The incentive system that we investigate can be seen as a decentralized, bottom-up simulation of teacher presence.

Student behavior in an online education setting has been studied before. Specifically, Davies and Graff [7] studied correlation between students’ performance and the level of interaction between other students. They discovered that greater online interaction did not lead to significantly higher performance, but they did find that students who failed the course tend to interact less.

User performance and behavior patterns have been studied in the context of MOOCs. Breslow et al. [5] did a broad study with the data gathered from edx 6.002x. Their study looked at resource usage, student demographics, achievement, persistence and success. Hew and Cheung [18] discovered several challenges in MOOCs. One of the challenges is low student engagement rate. Anderson et al. [3] examined student behavior patterns and engagement styles in MOOCs. They found some correlations between different engagement styles and student performance. Kizilcec et al. [20] clustered engagement patterns and discovered four prototypical categories of engagement consistently across three different MOOCs.

A recent paper by Kulkarni et al. [21] considers ways to improve grading accuracy in MOOCs. Specifically, the authors consider data on self and peer assessment from two iterations of a MOOC. Their solutions to improving grading accuracy include giving feedback to students about the bias in their peer grading, and using more precise rubric items.

Some online knowledge-sharing forums such as StackOverflow and Y! Answers use incentives to motivate people to contribute. Recognizing contributions by awarding badges has proved effective in motivating contribution [12]. Anderson et al. [2, 3] studied the effect of using badges to motivate participation in a MOOC. They have found that using badges indeed increases the level of engagement.
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