Abstract—In current SoCs, key infrastructure capabilities are distributed across many components and involve tight software, firmware, and hardware interaction. Examples include resets, power management, security, and more. The architectural complexity of these features often results in specification errors that when found quite late in the product life cycle are very costly to fix. This means that we have to find ways to analyze the architectural specification and not only the implementation. To address these issues, we describe a framework called iPave that supports the following capabilities: (1) A common, formal system-level specification serving as a contract between different design teams; (2) Specification analysis with focus on cross-component assumptions and dependencies; and (3) A method to reuse the specification as a global checker to assure that the implementation is compliant with the specification across all validation platforms (simulation, emulation, silicon). At the front end of this framework we have an intuitive visual formalism, iFlow, which makes it easy for architects to specify system-level protocols, while at the back end we have a new logical formalism, called Logic Sequence Diagrams (LSDs), which enables formal compliance checking across different validation platforms.

I. INTRODUCTION

In current SoCs (systems on a chip), several key infrastructure capabilities are distributed across many components and subsystems. Their functionality is implemented by significant interaction of complex protocols involving software (SW), firmware (FW), and hardware (HW). Examples of such capabilities include resets, power management, security, and more. (See detailed example of a security protocol in [22].) Even though these capabilities are not the major "selling features" of a product, they are the backbone for its overall performance. In today's mobile marketplace, which includes smartphones, tablets, two-in-one devices, and new form-factor notebooks, there is an increasing need to improve time to market. This requires novel verification methodologies to enable a significant reduction in the time it takes to validate these distributed protocols [2].

The need for new methods is due to realization that traditional industry validation techniques (cf. [4]), which served us well for many generations of hardware-centric products, are inadequate for the problem at hand [21], [29], [35]. This is due to several reasons [1]:

- The architectural complexity of these global capabilities often results in specification errors, which, when found late in the product life-cycle, are very costly to fix. This means that we must find ways to analyze the architectural specification and not only the implementation. Yet, due to the strict time-to-market requirements, we cannot afford duplicating the validation effort at the architectural level. We must leverage the effort spent on specification analysis, and obtain collaterals that can be used for implementation validation.
- The key role that firmware is playing implies that standalone hardware validation is less relevant for full system functionality. For the same reason, stand-alone firmware validation or software validation is insufficient. What is really needed is an effective approach for software/firmware/hardware co-validation.
- The distribution of these capabilities across many components and subsystems makes verification highly challenging. The issue is not only the distributed nature of these global capabilities. In addition to its contribution to global capabilities, each IP has its own functionality...
that has to be validated. Validating IP functionality is often challenged by its interaction with global capabilities. Both design and validation solutions should aim at decoupling IP functionality from global protocols.

- Experience at Intel has shown that architectural documents often lack clarity and key details, and may be interpreted differently by different stakeholders, introducing defects into products. In fact, architectural gaps account for a significant fraction of design defects, which leads to rework, delayed product delivery, increased costs, and decreased customer satisfaction.

Solution directions to these fundamental challenges described above were briefly sketched in [1]. These solution directions are at different degrees of maturity, ranging from ideas and proofs-of-concept to methods that are deployed on real products. Our focus in this paper is on the first challenge, which is the need for architectural specification. We describe here Intel’s iPave framework for expressing system-level architectural specification. This specification serves as a “contract” between the software, firmware, and the design teams. At the front end of this framework, we have an intuitive visual formalism, iFlow, which makes it easy for architects to specify system-level protocols. At the back end, we have a new logical formalism, called logic sequence diagrams (LSDs)\(^1\). iPave enables both analysis of the specification to catch early architectural errors and formal compliance checking against implementation traces across different validation platforms.

## II. ARCHITECTURAL SPECIFICATION

As discussed above, the architectural specification of global SoC capabilities involves complex distributed protocols that touch on almost all components in the SoC. Firmware typically acts as a bridge between software and hardware. Thus, overall system operation requires system-level orchestration and coordination of tasks performed by software, firmware, and hardware. This situation is aggravated by the fact that the description of system-level protocols is typically given in natural-language architectural documents. Furthermore, software, firmware, and hardware are typically architected by different teams with different expertise. Thus, ambiguity of architectural documents leads to lack of shared understanding, both horizontally (software, firmware, and hardware) and vertically (architects, designers, and validators).

What is needed is an intuitive and formal way to describe system-level protocols in order to create a project-wide shared understanding as a basis for architecture, design, and validation. To address these challenges, we developed at Intel a framework called iPave, supporting the following capabilities:

1) A common formal system-level specification, serving as a “contract” between different firmware and hardware teams for system-level protocols.

2) Ability to conduct specification analysis with focus on cross-component assumptions/dependencies.

3) A method for using the specification also as a global checker to assure that the firmware and hardware implementations are compliant with the specification across all validation platforms (simulation, emulation, and silicon).

The system architecture of iPave is illustrated in Figure 1. The top-right diagram denotes a system-level protocol, while the bottom box illustrates that the protocol on left is compared with the traces on the right as part of compliance check.

Our approach to system-level specification consists of five main guidelines: ease of expression, support of gradual refinement, modularity (to enable parallel development by multiple teams while maintaining global consistency), well-defined formal semantics, and lastly, machine readability, to enable usage by downstream analysis tools.

There may be various ways to meet these requirements—the most obvious one is to use a modeling language, e.g., SystemC [15], to develop executable specification that includes software/firmware/hardware partitioning and interface definitions [12]. Our experience at Intel over the years, however, is that the effort needed to develop executable specifications is too high for adoption by the architecture teams. A major reason is that, in contrast to performance models that are common in architecture design, the effort required of architects to develop fully detailed models for system-level protocols is simply too high to be practical. Another alternative is to use a formal-specification language, for example Promela, the input language of the SPIN model checker [20], or a declarative formalism such as TLA [23], in which the “contracts” between software, firmware, and hardware can be specified, c.f., [3]. The difficulty here is that such formalisms are accessible by a relatively small community of formal-methods experts.

We choose a specification formalism and a capture method that we believe is significantly easier for architects to work with. The key idea is to use a workflow language for system-level protocol specification. Workflows are aimed at capturing business processes, where information or tasks are passed from one participant to another for action, according to a set of procedural rules [33]. In particular, Business Process Model and Notation (BPMN) is a graphical representation for specifying business processes in a business process model [36].

iPave uses a customized subset of BPMN, with a graphical representation entry in Microsoft Visio. In this graphical-entry format, called iFlow, a protocol specification is captured as a flow diagram in which the basic entities are tasks and transitions. Tasks denote individual operations/computation entities that occur as part of the protocol, while transitions govern the flow by defining the order in which the different tasks are executed. Transitions are enabled by guards and emit events. For example, an error-condition guard may trigger an exception-handling task, and the completion of that task may notify a completion event, which then allows normal processing to proceed. Since the protocols we want to specify are often concurrent, transitions can have multiple next tasks, which can be executed by multiple agents in the system. An example is provided in Figure 2.

\(^1\)We are grateful to Jasmin Fisher for proposing this name.
For modularity, iFlow enables a flow model to be decomposed into main flow and subflows. The idea is that a task, say write, may be in turn modeled as a flow, in terms, say of tasks such as send, rcv, and ack. Thus, at the highest level of abstraction the user can refer to the write task, and then define its flow carefully in a separate subflow. Subflows are used in iFlow as syntactic sugar, reducing visual complexity. For the purpose of semantics, subflows can be eliminated by substitution. Thus, we do not discuss them further here.

The goal of the visual interface is to facilitate vertical interaction with users, leading to shared understanding. Beyond merely shared understanding, using an iFlow model for specification analysis or compliance checking requires translating it into an intermediate representation. We first translate the diagram from its Visio representation into an XML representation. Then, the XML is translated into a semantics object, a logic sequence diagram, described in the next section.

Philosophically, our approach is inspired by the “Design by Contract” approach, which requires software designers to define formal, precise and verifiable interface specifications for software components [25]. Our focus here is on SoCs, which can be partitioned along two dimensions, not only into components, but also into software, firmware, and hardware. Instead of using formal assertions, we advocate here the development of visual architectural specifications, which can then be compiled into assertions.

III. LOGIC SEQUENCE DIAGRAMS

Visual formalisms offer an attractive user interface and have attracted a significant level of attention in the past 30 years [17]. The main benefit is that the formalism captures users’ intuition in a direct way, avoiding the need to learn a formal language. One of the most well known visual formalisms in computer science is that of Statecharts [16], which enriches the notion of state-transition diagrams with both horizontal and vertical decomposition.

In spite of the intuitive clarity of visual formalisms, it is not uncommon for different users to have different understanding of the same visual object. Thus, visual formalisms must be intuitively transparent and at the same time have formal semantics. Analysis tools for these formalisms must be based on their formal semantics. It is important, therefore, not only to explain the intuition underlying a formalism, as in [16], but also its formal semantics. Defining rigorous formal semantics for a visual formalism can be highly nontrivial. Since the introduction of Statecharts in [16] lacked a formal semantics, there has been a proliferation of different proposals for such formal semantics, cf. [18], [19], [28].

As mentioned earlier, the iFlow formalism that we use in iPave is a fragment of BPMN. While BPMN is an industry standard, its semantics is not part of the standard and is a topic of ongoing research, cf. [10], [26], [37]. We chose here to define the formal semantics of iFlow in terms of an intermediate language, logic sequence diagrams (LSD), which, we believe, is of independent interest.
To understand the intuition behind the LSD formalism, note first that our aim here is in specifying system-level workflows rather than state-based models. That is, we need a workflow formalism, rather than a state-based formalism, such as Statecharts. System-level workflows typically consist of tasks that need to be executed. Tasks lead to other tasks, until all tasks have executed. Tasks are persistent; they stay active until they complete. (See, for example, the transaction model in [24] or the flow models in [22], [27].) Transitions between tasks may be logically complex. A task $t$ may fork into tasks $t_1$ and $t_2$. Alternatively, the task $t$ may transition into tasks $t_1$ or $t_2$, depending on the state of the system. Transitions also may be constrained. The task $t$ may not be able to start until tasks $t_1$ and $t_2$ have completed (this is essentially a join). For example, we see in Fig. 2 how Task $T_1$ of Agent2 forks to start Tasks $T_2$ and $T_3$, which then join to start Task $T_4$. A workflow specification should describe how a piece of work, consisting of many tasks, is to be executed, that is, how the flow from task to task occurs.

We have considered two existing formalisms for workflow description. Live Sequence Charts (LSCs) constitute a (visual) formalism to describe scenarios [8], and could be adapted for workflow description. But LSCs lack explicit constructs to express forks and joins, which are crucial for task synchronization. Petri Nets constitute a (visual) formalism to express choice, iteration, and concurrent execution. But this formalism...
is too expressive for efficient automated analysis [9]. LSDs can be viewed as an abstract version of LSCs, augmented with constructs for forks and joins, inspired by Petri Nets. At the heart of LSCs is a language for describing scenarios, which is essentially that of Message Sequence Charts (MSCs). The main focus, however, in LSCs is on expressing relationship between scenarios, e.g., “Scenario A must be followed by Scenario B”. Our focus here is on scenarios and not on relationship between scenarios. We discuss the relationship between LSDs and MSCs below.

The basic elements of an LSD are tasks, guards, and events. Tasks are the basic elements of work; a workflow consists of executing several tasks. A task may take some time to complete; once it is activated, it stays active until completion. Multiple tasks can be concurrently active. Guards are input of a workflow; they are abstract predicates (intuitively, referring to the state of an underlying system), for example, buffer_full. The goal of guards is to trigger transitions between tasks. Events are outputs of a workflow; they notify transitions between tasks, for example msg_rcvd. Events are used in task synchronization; they should not be viewed as actual system messages. (See discussion of messages below.) The silent event τ is also allowed. While tasks are prolonged, tasks transitions, and, consequently, events, are instantaneous. A link is a pair (t, e) of a task t and event e, designating that t has started, emitting e. We abbreviate the link (t, τ) by t.

The dynamics of an LSD is defined in terms of transitions and constraints. Transitions describe the flow from completed tasks to new tasks. Each arrow in an iFlow diagram, for example, the transition from T1 to T2 in Subsyslfc in Fig. 2, corresponds to a LSD transition. A transition is a triple (t, g, β), where t is a task, g is a guard, and β is a Boolean combination of links. The intention here is that t and γ refer to the current time step, and β refers to the next time step. That is, when t is active and g becomes true, then t completes in this time step, and β must be satisfied in the next time step. Note that the task t stays active until the guard g signals that it has completed. For example, the transition (t, g, (t1, e1 ∧ (t2, e2))) says that when the task t is active and the guard g becomes true, then t completes in the current time step (i.e., becomes inactive in the next time step), and forks off to both t1 and t2, notifying e1 and e2, respectively, in the next time step.

In contrast, the transition (t, g, (t1, e1) ∨ (t2, e2)) says that when the task t is active and the guard g becomes true, then t completes in the current time step and forks off to either t1 and t2, notifying e1 or e2, respectively, in the next time step. If β contains a disjunction, we call the transition a disjunctive transition. The Boolean combination β can also be false. Note that true is satisfied even by the empty set of links, and false is not satisfied by any set of links.\(^2\)

Examples of Transitions:
- \(\langle t, g, t \lor t' \rangle \) - stuttering: t can stay active even if g holds true, but it can also transition to t’ when g holds.
- \(\langle t, g, \text{true} \rangle \) - task completion: t completes when g holds, with no further transition. (Since true always holds, there is no further requirement.)
- \(\langle t, g, \text{false} \rangle \) - failure: g is not allowed to hold when t is active; if g does hold while t is active, we have a deadlock, since false cannot be satisfied.

Constraints force synchronization among tasks. Each join point in an iFlow diagram, for example, the join point of T2 and T3 before T4 of Agent2 in Fig. 2, corresponds to a constraint. A constraint is a triple \(\langle t, g, \gamma \rangle\), where t is a task, g is a guard, and γ is a Boolean combination of events. Such a constraint restricts transitions activating the task t. The intention here is that g and γ refer to the current time step, while t refers to the next time step. That is, t cannot become active in the next time step when g holds now, unless γ is satisfied now. For example, the constraint \(\langle t, g, e1 \land e2 \rangle\) says that when the guard g holds, the task t cannot start until events e1 and e2 have both been notified. In contrast, the constraint \(\langle t, g, e1 \lor e2 \rangle\) says that when the guard g holds, the task t cannot start until either e1 or e2 have been notified. We discuss synchronous and asynchronous notification below.

The rationale for expressing LSDs in terms of transitions and constraints is the goal of modularity. Consider the two transitions: \(\langle t, g1, t1 \rangle\) and \(\langle t, g2, t2 \rangle\). They describe two different flows from the task t, one when g1 holds and one when g2 holds. Expressing these flows in terms of separate transitions enables us to think about flows in a modular way. Note that all rules are always “live”, and multiple rules can be enabled, i.e., have a true guard. Thus, if t is active and g1 and g2 are simultaneously true, then t forks to both t1 and t2.

The modularity of transitions and constraints come at a price, which is the possibility of conflicts. For example, suppose we have two transitions, \(\langle t1, g1, (t2, e1) \rangle\) and \(\langle t2, g2, (t3, e2) \rangle\), and a constraint \(\langle t2, g1, e2 \rangle\). The constraint says that t2 is waiting for e2 to be notified, but the transition says that e2 is notified when t2 completes and t3 starts. Thus, we have a deadlock.

Note that if no transition is enabled, then this is not a deadlock. If no transition exiting a task is enabled, then the task stays active. e.g., the transition \(\langle t, g, t' \rangle\) means that t stays active until g becomes true, at which point t transitions to t’.

Thus, if no transition is enabled, the workflow simply stutters, and all active tasks stay active. Note also that if no constraint constrains a task, then the task is unconstrained. That is, the constraint \(\langle t, g, \gamma \rangle\) means that t waits for γ only if g holds; if the constraint is not enabled, then t is not constrained.

One subtle point is the treatment of synchrony, where we think of a synchronous transition as “hand shaking”, and of asynchronous transition as “message passing”. Consider the constraint \(\langle t, g, e1 \land e2 \rangle\), which says that when g holds, t cannot start until e1 and e2 have been notified. Under synchronous semantics, e1 and e2 have to be notified simultaneously to enable the activation of t, e.g., the buffer_rcv task starts...
immediately after the write_op and buffer_rdy events are simultaaneously notified. In contrast, under asynchronous semantics, e₁ and e₂ have to be notified earlier than the activation of t, e.g., the sender_rcv task need not synchronize with write_op and buffer_rdy events, it merely needs to wait for them to have happened. We allow both synchronous and asynchronous constraints in LSDs. (Asynchronous constraints can be eliminated by using dummy tasks that simply signal that certain events have been notified. We found it more natural to model asynchrony directly in terms of asynchronous constraints.)

**Definition 1:** An LSD is a tuple \( (T, t₀, G, E, R, Cₛ, C_a) \), where \( T \) is a set of tasks, \( t₀ \) is an initial task, \( G \) is a set of guards, \( E \) is a set of events, \( R \) is a set of transitions, \( Cₛ \) is a set of synchronous constraints, and \( C_a \) is a set of asynchronous constraints.

The semantics of LSDs is first defined over abstract states, which are elements of \( 2^G \); that is, an abstract state is simply a set of guards. A guard \( g \) holds in an abstract state \( a \) if \( g \in a \). An abstract trace is a finite sequence of abstract states. A completed run of an LSD \( L = (T, t₀, G, E, R, Cₛ, C_a) \) over an abstract trace \( a_0, a_1, a_2, \ldots, a_n \) is an alternating sequence \( t₀, A₁, T₁, \ldots, T_n \) of minimal sets of tasks and links, such that:

- \( T₀ = \{ t₀ \} \): start with the initial task.
- \( T_n = \emptyset \): all tasks must complete.
- \( T_{i+1} = \) the projection on \( T \) of \( A_{i+1} \).
- Transitions for tasks in \( T_i \) that are enabled by guards in \( a_i \) are satisfied by \( A_{i+1} \).
- Constraints for tasks in \( T_{i+1} \) with respect to guards in \( a_i \) are satisfied (synchronously or asynchronously, as discussed above).

Finally, we define the semantics over a set \( K \) of concrete states, which are the states that appear in simulation traces. To relate concrete and abstract states, we need two abstraction functions. The guard abstraction function \( Γ \) maps \( K \) to \( 2^G \); that is, every concrete state is mapped to the set of guards that hold in that state. The event abstraction function \( Υ \) maps \( K \) to \( 2^E \); that is, every concrete state is mapped to the set of events notified in that state. A concrete trace is a finite sequence of concrete states. A completed run of an LSD \( L \) over a concrete trace \( k₁, k₂, \ldots, k_n \) is a completed run \( r \) of \( L \) on the abstract trace \( Γ(k₁), Γ(k₂), \ldots, Γ(kₙ) \) such that events notified in \( r \) match the events in \( Υ(k₁), Υ(k₂), \ldots, Υ(kₙ) \).

**Example 1:** We now demonstrate how transitions and constraints can model parallel synchronization (for example, broadcast).

- Transitions:
  - \( \{ \text{start}, \text{true}, \text{maintask} \land \text{task1} \land \text{task2} \land \text{task3} \} \)
  - \( \{ \text{maintask}, \text{g}, \text{done} \}, \{ \text{finish}, \text{e}, \text{done} \} \)
  - \( \{ \text{false}, \text{true}, \text{true} \} \)
  - \( \{ \text{task1}, \text{true}, \text{task1} \lor \text{finish}, \text{task1} \} \)
  - \( \{ \text{task2}, \text{true}, \text{task2} \lor \text{finish}, \text{task2} \} \)
  - \( \{ \text{task3}, \text{true}, \text{task3} \lor \text{finish}, \text{task3} \} \)
  - \( \{ \text{finish}, \text{task1}, \text{true}, \text{true} \} \)
  - \( \{ \text{finish}, \text{task3}, \text{true}, \text{true} \} \)

- Constraints:
  - \( \{ \text{finish}, \text{task1}, \text{true}, \text{e}, \text{done} \} \)
  - \( \{ \text{finish}, \text{task2}, \text{true}, \text{e}, \text{done} \} \)
  - \( \{ \text{finish}, \text{task3}, \text{true}, \text{e}, \text{done} \} \)

This flow starts with the task start and ends with the various "finish" tasks, which complete with no further requirement. The task start forks into maintask, task1, task2 and task3. Then maintask completes when g_done holds, and transitions to finish, notifying e_done. The purpose of e_done is to enable other tasks to complete; the notification of e_done lets the individual tasks complete.

Note that the relationship between LSDs and concrete traces can be viewed as a compliance relationship. A concrete trace \( Θ \) complies with an LSD \( L \) with respect to abstraction functions \( Γ \) and \( Υ \) if \( L \) has a completed run over \( Θ \), denoted \( Θ \models L \). Note that this means:

- Absence of deadlock: enabled transitions can take place;
- Absence of livelock: all tasks must complete;
- Notified events match trace.

The distinction between abstract and concrete semantics is meant to facilitate the application of LSDs at different levels of abstraction, for example, we can do compliance checking with respect to micro-architectural traces, RTL traces, and post-silicon traces. Obviously, different types of traces would use different notions of concrete states. Nevertheless, by defining the appropriate abstraction functions, we obtain concrete semantics and can check compliance of traces with LSDs.

We now comment on the relationship between LSDs and MSCs. MSCs constitute a language for describing scenarios [31]. LSDs are more expressive and more abstract than MSCs. On one hand, we have abstracted away the agents that are integral to MSCs, as we do not find them to be essential. For example, the task Sender.write implicitly says that write is a task of Sender, without explicitly including agents in the formalism. (Note, however, that "swim lanes", which represent agents, are allowed in UML for visual clarity.) On the other hand, the logical flow of tasks, as described by transitions and constraints is much richer in LSDs than in MSCs, and allows the expression of complex flows, including forks and joins.

Note that there is no primitive in LSDs to denote a message. This is mainly because a message is not a primitive concept. Messages transmission may actually consists of several tasks, such as sending, transferring, receiving, acknowledging, and the like. Also, there might be multiple protocols for sending, e.g., messages can be delivered in-order, may be lost, and the like. There might also be other important attributes associated to messages, e.g., related to security. For these reasons, our approach to messages is that they should be modeled explicitly via existing LSD constructs. In the context of a specific application, a library of different message protocols may be modeled as a set of LSDs.

While an LSD model can be built directly, using transitions
and constraints, this formalism is not meant to be used directly by iPave users, which are expected to be architects. Thus, in iPave LSDs are used purely as an intermediate formalism. The iFlow User Guide explains the semantics of the visual formalism in an intuitive fashion. The formal semantics of iFlow is embodied in the iFlow compiler, which compiles the XML representation of the diagram into an LSD. Nevertheless, we believe that LSDs provide a workflow formalism of independent interest, which may find usage in other applications.

IV. Specification Analysis

System-level protocols can be quite complex, leading to highly nontrivial iFlow specifications. Naturally, one would expect such specifications to contain errors. In model checking one compares an implementation to its specification [7], [32]; a mismatch suggests an error in the implementation or the specification. Thus, model checking is a way to debug together both implementation and specification. At the architectural specification phase, however, we do not yet have an implementation. Thus, specification analysis, or spec analysis, for short, emerges as an important design activity, analogous to the property-assurance activity for temporal specifications, cf. [14], [30]. The goal here is to enable architects to use spec analysis to improve specification quality through syntactic and semantic checking, as uncaught specification errors would likely lead to implementation errors with significant cost and quality implications.

One challenge in spec analysis for LSDs is their level of abstraction. Recall that we intentionally allow for abstract guards and events, to allow for later semantic bindings at different level of abstraction. A consequence of that is that the model may be too abstract for meaningful analysis. To allow deeper spec analysis, iPave allows early semantic binding of guards and events over Boolean and integer variables. For example, the guard buffer_empty can be bound at the spec-analysis phase to the condition buffer_length=0, and the event buffer_write can be bound to the expression buffer_length++, which is an abbreviation for the condition buffer_length' = buffer_length + 1. (We adhere to the convention that a primed variable refers to the value of the variable in the next time step.) Guards and events can be bound to transition conditions or assignments. Assignments can also be viewed as transition conditions (with a primed variables on the left), but the assignment form indicates that the assigned variables are viewed as state variable (see discussion below). This, in effect, can turn guards and events into transition conditions and actions. In addition to such semantic binding, the user can specify initial-state conditions. Figure 3 shows an example of an iFlow model with concrete actions and transition conditions.

We now associate a finite-state machine (FSM) $M_L$ with an LSD $L$ as follows. The FSM $M_L$ has variables of the following kinds:

- Unassigned variables occurring in guard and event expressions: these are input variables of $M_L$.
- Assigned variables occurring in guard and event expressions: these are state variables of $M_L$.
- Boolean task variables: these are state variables of $M_L$.
- Boolean event variables: these are state variables of $M_L$, with two variables $e_a$ (synchronous) and (asynchronous) $e_a$ for each event $e$.

The transition relation of $M_L$ is obtained from the transitions and constraints of $L$. Thus, a transition $(t, g, \beta)$, yields a transition relation that says that if $t$ and $g$ hold in a state $s$ of $M_L$, then $\beta$ holds in the successor state $s'$. Similarly, the constraint $(t, g, \gamma)$ yields a transition relation that says that if $g$ is true in a state $s$ of $M_L$, then $t$ can be true in a successor state $s'$ only if $\gamma$ holds in $s$. This translation from transitions and constraints to transition relation is not straightforward due to the intended semantics of tasks, which is that a task should be active only if it is required to be active. Thus, at time 0 only the initial task is active. Then, in a transition from a state $s$ to its successor $s'$, a task $t$ is active in $s'$ only if it is active in $s$ and no transition enables it to complete, or if some transition requires it to be active in $s'$ and no constraint is blocking it from becoming active. We also need to deal with both synchronous and asynchronous constraints. When event $e$ is notified, both $e_a$ and $e_a$ become true, but $e_a$ holds only for one time step, while $e_a$ stays true.

Example 2: Consider Figure 3. The tasks $t_0,t_1$, and $t_2$ are Boolean state variables. Initially, only $t_0$ is true. Then $t_0$ becomes false and $t_1$ becomes true. Then either $c_1 > 2$, in which case $t_1$ becomes false and $t_2$ becomes true, or $c_1 \leq 2$, in which case $t_1$ stays true. (There are no constraints here to block transitions.)

LSDs can be nondeterministic due to disjunctive transitions; that is, we allow a task $t$ to transition to $t_1$ or $t_2$. Nondeterminism is an important modeling construct, as it allows more abstract specifications [11]. Currently, iPave does not support disjunctive transitions for efficiency reasons, though users can simulate disjunctive transitions by introducing additional guards. Thus, instead of the transition $(t, g, t_1 \lor t_2)$, one can use two transitions: $(t, p, t_1)$ and $(t, \neg p, t_2)$, for some appropriate guard $p$. As a result, the FSMs obtained from our LSD models are deterministic. This has implications for compliance checking, as we discuss below.

iPave contains internally two compilers. The first compiler translates an iFlow model (in an XML representation) into an LSD. The LSD is the formal representation of the visual object. The second compiler translates the LSD into a symbolic FSM. The FSM is the representation used for spec analysis.

Having a formally defined FSM means that we can apply various formal analysis tools to it. Two generic analyses are task-reachability analysis and termination analysis. In task reachability analysis we check that all tasks can be activated. We can do this analysis by model checking, for each task $t$, whether $M_L$ satisfied the temporal formula “always $\neg t$”. If the answer is positive, it means that the task $t$ is not reachable. In termination analysis we check that there is a run of $L$ where all tasks are completed. We do this analysis by model checking whether $M_L$ satisfies the temporal formula “always $\bigvee_{t \in T} t$.”
If the answer is positive, it means that there is no run of $L$ that reaches a point where no task is active. (In iFlow, users model flow termination using an end task.)

More generally, the user can formulate other assertions and model check them against $M_L$. For example, in the model of Figure 3, the user may want to check that the comparison of $c_1$ and 2 yields both outcomes. We can check that by using two temporal assertions, “always $c_1 > 2$” and “always $c_1 \leq 2$”, to see that both fail. Unlike task-reachability analysis and termination analysis, which are generic, assertion analysis is an art and depends on the creativity of the architect/validator to chose the right assertion. Of course, with very large iFlow models, specification analysis may run to the well-known “state-explosion problem” [6].

V. COMPLIANCE CHECKING

The main goal of iPave is the development of system-level specification to serve as a “contract” both horizontally (software, firmware, and hardware) and vertically (architecture, design, and validation). For such a contract, however, to have a tangible value in the development process it must be usable as a validation collateral. Without explicit use in the validation process, the development of the specification is viewed as a burden. Even if it is developed initially, it would not be kept up to date and would quickly become useless. Furthermore, the specification cannot be usable only in formal verification and must be usable in dynamic verification, since the latter constitutes the common approach to validation. Thus, our intention from the start was that we must be able to validate that the software, firmware, and hardware implementations are compliant with the specification throughout the lifetime of a product (pre and post silicon). This is done by means of trace checking: given a concrete trace $\Theta$, does it comply with a given LSD $L$? This assumes a validation environment that generates traces, which is the major mode of validation in the computing industry.

We already discussed above that concrete traces can come at different levels of abstraction, and it is up to the validator to define the proper mapping between the abstract guards and events of an LSD and the concrete states of the trace. There is, however, another mismatch between traces and LSDs that must be overcome. A trace is generated by the validation environment by simulating the implementation according to some complex scenario. An LSD, in contrast, describes a protocol for one work item, for example, user_authenticate. The trace generated by the simulation may contain, however, multiple work items. It may even contain multiple instances of the same work item, say, instances of user_authenticate. Thus, we need a mechanism for extracting a slice from a simulation trace corresponding to a single instance of a work item. This slicing mechanism is not part of iPave as it is highly dependent on the format of the simulation trace. We do assume that this format contains enough information to indicate the beginning and end of the execution of an instance work item. For example, the trace may contain the annotation

```
begin user-authenticate id=x
...
end user-authenticate id=x
```

Such an annotation not only indicates the beginning and end of an instance of user_authenticate, but also, by means of an id, it indicates which points between the beginning and the end belong to the execution of this instance of user_authenticate. Thus, we assume that a concrete trace $\Theta$ has been extracted, and we need to check that it complies with a given LSD $L$. 

![Fig. 3. Concretized iFlow Example](image_url)
In general, compliance checking may be a nontrivial problem.

**Theorem 1:** Trace checking with respect to LSD is NP-complete.

**Proof Sketch:**

*In NP:* Guess an alternating sequence \( T_0, \Lambda_1, T_1, \ldots, T_n \) of sets of tasks and links and check that it is a completed run of \( L \) over \( \Theta \).

*NP-hard:* We can reduce graph 3-coloring to trace checking. The LSD contains tasks for node coloring and edge coloring. For each node we have a transition that colors the node in one of three colors, chosen nondeterministically (using disjunction). For each edge we have a constraint that says that the edge-coloring can be activated only if its two end nodes have *not* been colored with the same color. The trace simply contains the list of nodes and edges, but without specifying the choice of colors.

Thus, in general, trace checking has to be done using bounded model checking techniques [5]. Given a trace \( \Theta \) of length \( k \), we can unroll the FSM \( M_L \) \( k \) times, where the values of the guards and events at time \( i \) are given by \( \Theta_i \), the \( i \)-th state of \( \Theta \). (Thus, only task variables remain free.) The resulting formula is fed to a SAT solver to check satisfiability.

As noted above, however, iPave does not allow disjunctive transitions, which means that we do not have nondeterminism here. The intuition is that the trace contains all information required to resolve nondeterminism. That is, if instead of the transition \( \langle t, g, t_1 \lor t_2 \rangle \), one used two transitions, \( \langle t, p, t_1 \rangle \) and \( \langle t, \neg p, t_2 \rangle \), then the trace should tell us whether \( p \) or \( \neg p \) holds, resolving which transition is enabled. Thus, we can check compliance by simulating the LSD \( L \) against the trace \( \Theta \).

At point \( i \) of the simulation we have a set \( T_i \) of active tasks. We then consult \( \Theta_i \) to see which guards are true and, consequently, which transitions are enabled. The enabled transitions yield a set \( \Lambda_{i+1} \) of links, whose projection on \( T \) yields \( T_{i+1} \). We also need to check that no transition fails, all constraints are satisfied, and the tasks in \( T_{i+1} \) are allowed to be activated (no deadlock). We also check that all notified events are reflected in \( \Theta \). Finally, we check that \( T_k \) is empty (all tasks have been completed).

**VI. RESULTS AND DISCUSSION**

As proof of concept, we ran a pilot in which we applied the iPave framework to graphics-microcontroller firmware. An iFlow model was constructed in collaboration with the project architects and then used for the verification of the firmware in an existing validation environment (with stubs for hardware and software). The model had four agents and 50 tasks, and was subjected to 250 different tests. Compliance analysis found ten bugs/gaps in the firmware and its validation environment, related to issues of concurrency, race conditions, event order, redundant or missing events, uncompleted tasks, and the like. Several of these problems reflected highly intricate protocol behavior, arising from complex interactions between different hardware and firmware agents. Many of these problems were not caught by regular simulation due to lack of appropriate assertions, as assertions used as simulation checkers are often local, and do not express global properties, in contrast to our system-level iPave models. (We also planned to validate the graphics hardware against the same iFlow specification, since it serves as a contract between firmware and hardware, but this activity has not yet been pursued, due to limited resources in the design team.)

iPave has been successfully used to validate other system-level protocols, in security, resets, and power management. In one instance, the iFlow model had 172 tasks, and was concretized with 18 Boolean variables and 34 integer variables. Several gaps and errors in the architecture have been identified, including five concurrency bugs between threads that were found during spec analysis. More importantly, the counterexamples found in the analysis of the iFlow models helped the users to understand the protocols better and gain higher confidence. It would have been extremely difficult to find these bugs without first carefully constructing iPave models for these protocols.

We believe that this work represents a paradigm shift in design methodology by blurring the lines between architecture and validation. Traditionally, architects have resisted adoption of formal-method tools, which they found “alien” to their culture. Using a visual formalism meant that the validation tool builders are adapting themselves to the architect’s culture, rather than the other way around. Architects do traditionally use visual representations, but those usually have no formal meaning; as a result, they are used only in an informal way. Having the iFlow visual formalism means that these visual representations can be expressed using the iPave framework and become a design and validation collaterals. As such, there is now motivation for keeping these models alive, continually updated, throughout the lifetime of a design project and beyond.

The gaps between architecture, design, and validation have always been a key source of design errors that are late to find, delaying time to market, increasing cost, and reducing quality. We believe that visual formalisms may be the key to narrowing these gaps. Beyond the specific formalism and analysis techniques described in this paper, we believe that exploring the role of visual formalisms in design methodology is an important research area. While earlier works studied visual specification formalisms, cf., [13], the focus here on formalisms for architectural specification is novel and significant.
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