
COMP 648: Computer Vision Seminar
Contrastive Pre-training: SimCLR, CLIP, ALBEF

Ziyan Yang



Pre-training 
• Computer Vision:
• ImageNet
• Limited number of classes
• Expensive to get labels
• …

• Natural Language Processing:
• BERT: Pre-training of Deep Bidirectional Transformers for Language 

Understanding (https://arxiv.org/abs/1810.04805)
• BERT is pretrained on BooksCorpus + English Wikipedia unlabeled text data
• Outperform other models on 11 NLP downstream tasks

https://arxiv.org/abs/1810.04805


What is contrastive learning?

positive samples

negative samples

maximize

minimize

- Learn from both positive and negative samples:

- For each sample
- decrease its distance between positive 

samples
- increase its distance between negative 

samples 
- Finally, d ( f (x), f (    ) ) << d ( f (x), f (    ) ) 

- It is not necessary to know exact labels for samples 
(e.g., the label of an image), we only need to know if  
samples are positive or negative
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- Task: Image Classification

- Goal: use contrastive learning to learn better image representations for classification tasks

SimCLR
A Simple Framework for Contrastive Learning of Visual Representations
Paper address: https://arxiv.org/pdf/2002.05709.pdf

Unlabeled Data 

model

labeled Data 

model

Russian blue

SamyodRagdoll

Shiba Inu

https://arxiv.org/pdf/2002.05709.pdf


- Model Overview

SimCLR
A Simple Framework for Contrastive Learning of Visual Representations
Paper address: https://arxiv.org/pdf/2002.05709.pdf

encoder
encoder

projector
projector

Representation for downstream tasks

Maximize Agreement

https://arxiv.org/pdf/2002.05709.pdf


A Simple Framework for Contrastive Learning of Visual Representations
Paper address: https://arxiv.org/pdf/2002.05709.pdf

SimCLR

- Construct positive samples by data augmentation operators: 

https://arxiv.org/pdf/2002.05709.pdf


A Simple Framework for Contrastive Learning of Visual Representations
Paper address: https://arxiv.org/pdf/2002.05709.pdf

SimCLR

- Findings:
- no single transformation suffices to learn good representations

Linear evaluation, top-1 accuracy, ImageNet

https://arxiv.org/pdf/2002.05709.pdf


A Simple Framework for Contrastive Learning of Visual Representations
Paper address: https://arxiv.org/pdf/2002.05709.pdf

SimCLR

- Findings:
- Contrastive learning needs stronger data augmentation than supervised learning

Table1: Top-1 accuracy of unsupervised 
ResNet-50 using linear evaluation and 
supervised ResNet-50 , under varied color 
distortion strength 

https://arxiv.org/pdf/2002.05709.pdf


A Simple Framework for Contrastive Learning of Visual Representations
Paper address: https://arxiv.org/pdf/2002.05709.pdf

SimCLR

- Findings:
- Unsupervised contrastive learning benefits 

(more) from bigger models
- Contrastive learning benefits (more) from larger

batch sizes and longer training

Top-1 accuracy 
ImageNet

Supervised

SimCLR – 1000 epochs

SimCLR – 100 epochs

https://arxiv.org/pdf/2002.05709.pdf


A Simple Framework for Contrastive Learning of Visual Representations
Paper address: https://arxiv.org/pdf/2002.05709.pdf

SimCLR

- Comparing with SOTA: 

Semi-supervised Self-supervised 

https://arxiv.org/pdf/2002.05709.pdf


A Simple Framework for Contrastive Learning of Visual Representations
Paper address: https://arxiv.org/pdf/2002.05709.pdf

SimCLR

- Comparing with SOTA: 

Transfer Learning 

https://arxiv.org/pdf/2002.05709.pdf


Some code

features: [ batch*2, feature_dimension ]

similarity_matrix: [ batch*2, batch*2 - 1]

features: [ batch*2, batch*2 ]



CLIP
Learning Transferable Visual Models From Natural Language Supervision
Paper address: http://proceedings.mlr.press/v139/radford21a/radford21a.pdf

- Task: Image Classification
- However, previous works still need some labeled data, and can only predict results for pre-defined 

categories.

- Goal: learn directly from natural language using contrastive learning and enable zero-shot transfer of the 
model to downstream tasks

Image + Text Data

model model

A dog and a frisbee A dog stands in the sea
A dog plays a frisbee

A black and white image of a horse 

A photo of a {object}
Shiba Inu? Russian blue? Ragdoll? Samyod?

Ragdoll

http://proceedings.mlr.press/v139/radford21a/radford21a.pdf


CLIP
Learning Transferable Visual Models From Natural Language Supervision
Paper address: http://proceedings.mlr.press/v139/radford21a/radford21a.pdf

- Model Overview
- Training:
- Data: WebImageText

- 400 million (image, text) pairs

Transformer

ResNet
Vision Transformer

http://proceedings.mlr.press/v139/radford21a/radford21a.pdf


CLIP
Learning Transferable Visual Models From Natural Language Supervision
Paper address: http://proceedings.mlr.press/v139/radford21a/radford21a.pdf

- Algorithm:

http://proceedings.mlr.press/v139/radford21a/radford21a.pdf


CLIP
Learning Transferable Visual Models From Natural Language Supervision
Paper address: http://proceedings.mlr.press/v139/radford21a/radford21a.pdf

- Algorithm:

http://proceedings.mlr.press/v139/radford21a/radford21a.pdf


CLIP
Learning Transferable Visual Models From Natural Language Supervision
Paper address: http://proceedings.mlr.press/v139/radford21a/radford21a.pdf

- Algorithm:

http://proceedings.mlr.press/v139/radford21a/radford21a.pdf


CLIP
Learning Transferable Visual Models From Natural Language Supervision
Paper address: http://proceedings.mlr.press/v139/radford21a/radford21a.pdf

- Algorithm:

http://proceedings.mlr.press/v139/radford21a/radford21a.pdf


CLIP
Learning Transferable Visual Models From Natural Language Supervision
Paper address: http://proceedings.mlr.press/v139/radford21a/radford21a.pdf

- Model Overview
- Testing:

http://proceedings.mlr.press/v139/radford21a/radford21a.pdf


CLIP
Learning Transferable Visual Models From Natural Language Supervision
Paper address: http://proceedings.mlr.press/v139/radford21a/radford21a.pdf

- Results: across 27 datasets  

http://proceedings.mlr.press/v139/radford21a/radford21a.pdf


CLIP
Learning Transferable Visual Models From Natural Language Supervision
Paper address: http://proceedings.mlr.press/v139/radford21a/radford21a.pdf

- Results: Robustness to Natural Distribution Shift

http://proceedings.mlr.press/v139/radford21a/radford21a.pdf


CLIP
Learning Transferable Visual Models From Natural Language Supervision
Paper address: http://proceedings.mlr.press/v139/radford21a/radford21a.pdf

- Limitations
- Possible solution:

- Editing a Classifier by Rewriting Its Prediction Rules 
https://proceedings.neurips.cc/paper/2021/file/c46489a2d5a9a9ecfc53b17610926ddd-
Paper.pdf

http://proceedings.mlr.press/v139/radford21a/radford21a.pdf
https://proceedings.neurips.cc/paper/2021/file/c46489a2d5a9a9ecfc53b17610926ddd-Paper.pdf


CLIP
Learning Transferable Visual Models From Natural Language Supervision
Paper address: http://proceedings.mlr.press/v139/radford21a/radford21a.pdf

- Limitations
- Possible solution: 

- Learning to Prompt for Vision-Language Models https://arxiv.org/pdf/2109.01134.pdf

http://proceedings.mlr.press/v139/radford21a/radford21a.pdf
https://arxiv.org/pdf/2109.01134.pdf


Some code



Some code



Some code



ALBEF
Align before Fuse: Vision and Language Representation Learning with Momentum Distillation
Paper address: https://arxiv.org/pdf/2107.07651.pdf

- Task: Image-Text Retrieval, Visual Entailment, VQA, NLVR … 

- Goal: use contrastive loss to align image and text tokens and get better multimodal representations for 
downstream vision-language tasks  

Image + Text Data

model model

A dog plays a frisbee A dog stands in the sea
A dog plays a frisbee

A black and white images of a horse 

Multiple 
downstream tasks

https://arxiv.org/pdf/2107.07651.pdf


ALBEF

- Model Overview
- Pretraining:

Align before Fuse: Vision and Language Representation Learning with Momentum Distillation
Paper address: https://arxiv.org/pdf/2107.07651.pdf

VIT BERT

https://arxiv.org/pdf/2107.07651.pdf


ALBEF

- Objectives
- Pretraining:

Align before Fuse: Vision and Language Representation Learning with Momentum Distillation
Paper address: https://arxiv.org/pdf/2107.07651.pdf

Cross entropy loss
Label: 0 or 1

Cross entropy loss
Label: masked token indices

Contrastive loss
Label: 0 or 1

https://arxiv.org/pdf/2107.07651.pdf


ALBEF
- Objectives

- Pretraining:

Momentum encoders

memory bank



ALBEF
- Code for contrastive loss https://github.com/salesforce/ALBEF: 

Model definition

Forward

image_feat shape: batch, num_vision_tokens, 256
text_feat shape: batch, num_text_tokens, 256

get soft labels

calculate similarity

calculate contrastive loss

https://github.com/salesforce/ALBEF


ALBEF

- Pretraining:
- Data:

- Conceptual Captions 
- SBU Captions
- COCO 
- noisier Conceptual dataset 

- Total number of images: 14.1M 

Align before Fuse: Vision and Language Representation Learning with Momentum Distillation
Paper address: https://arxiv.org/pdf/2107.07651.pdf

https://arxiv.org/pdf/2107.07651.pdf


ALBEF

- Finetuning:
- Retrieval: use ITM score
- VQA: 

Align before Fuse: Vision and Language Representation Learning with Momentum Distillation
Paper address: https://arxiv.org/pdf/2107.07651.pdf

https://arxiv.org/pdf/2107.07651.pdf


ALBEF

- Results
- Retrieval: use ITM score

- Finetuned on Flickr30K and COCO

Align before Fuse: Vision and Language Representation Learning with Momentum Distillation
Paper address: https://arxiv.org/pdf/2107.07651.pdf

https://arxiv.org/pdf/2107.07651.pdf


ALBEF

- Results
- Retrieval: use ITM score

- Zero-shot 

Align before Fuse: Vision and Language Representation Learning with Momentum Distillation
Paper address: https://arxiv.org/pdf/2107.07651.pdf

https://arxiv.org/pdf/2107.07651.pdf


ALBEF

- Results
- Other tasks:

Align before Fuse: Vision and Language Representation Learning with Momentum Distillation
Paper address: https://arxiv.org/pdf/2107.07651.pdf

https://arxiv.org/pdf/2107.07651.pdf


Questions?


