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Final Project

* PDF Project report (4 pages).
* Link to source code / github or google drive or dropbox links to code.

5 slides presenting your work -- ideally a video (optional) of you
walking me through your project in case | have trouble running it or
understanding your report
[Motivation] [Problem Setup] [Model] [Experiments] [Results] / you
can also submit a link for this part.

* Due: April 22nd



Grading Criteria

* Originality: Either in the idea itself, the application itself, or the experiments you present in your
final report. Are you teaching me something new that is not obvious? The more clear this answer
is yes, the more likely you get full points on this part.

Technical soundness: Are you describing how your solution and the components that you used in
your solution with good amount of details and correct technical accuracy? You should provide
enough details to understand just by reading your report what you did. If | have to look at your
code to understand what you did then technical soundness will not receive as high a score. If you
re-used a comJ)onent e.g. CLIP or something else, but from reading Your report it seems obvious
you're not understanding what this model does. Then, this can also lead to points deducted.

Results: Does your report present results in a way that is easy to understand -- e.g. example of
input outputs of your model -- and does your project provide quantitative empirical and/or
statistical evidence of your solution -- e.g. plots/figures/tables/etc. Ideally most projects should
have both types of "results".

Presentation: Is your project report of top quality, (e.g. as shown in the template), or did you
include figures that are just screenshots of some experiment you run on a notebook, e.g. your
plots do not have clear [abeling for what is being shown in the x-axis or what are the units, your
Images look too low resolution. Anything of those issues will get you points deducted
automatically. Your presentation in your project report has to be scientific manuscript quality.



Common Mistakes that lead to Point Deductions

* Including figures you did not make yourself but just borrowed from
somewhere else.

* Not exporting your figures properly leading to blurry fonts when
zooming in

* Not making your text large enough for it to be legible without
zooming in a lot into the document

* Not actually including any results of your method and discussion of
results

* Not including references to original papers for components of your
solution that you are clearly relying on

* Including screenshots of your command line or jupyter/colab
notebook as quick way of showing results in your report.



Also be careful about the following

* Clearly indicate what you did — it should be clear what was done by
you and what was not done by you by reading your report.

* Any code you submit will be by default assumed that was authored by
you and your team mates unless indicated otherwise. It is okay to rely
on other people’s code or existing code but the Instructor should
have an easy time judging what is yours and what is not.



Today

* Course Recap
 Future Directions



What you learned in this class?

* Machine Learning Basics (SGD, Losses, Evaluation)

* Computer Vision (CNNs, Detection, Segmentation, Vision Transform.)
e Natural Language Processing (RNNs, Transformers, GPTs)

e Vision and Language (RefExp, VQA, CLIP, cGANs, Diffusion)

* Self-supervised Representation Learning for Images, Text and Video

* Practical Implementation Aspects / Technical Skills



Machine Learning : Introduction

* Supervised Learning vs Unsupervised Learning (+Self-supervised)
* Classification vs Regression

* Least Squares Regression (Mean Squared Error MSE Loss — L1Loss)

e Simple Linear Classifiers e.g. Softmax Classifiers
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Machine Learning: Optimization

* Gradient Descent (GD)

* (mini-batch) Stochastic Gradient Descent (SGD)
* Regularization, Momentum, Overfitting vs Underfitting

* Data Preprocessing and Data Augmentation

* Training / Validation / Testing

https://miro.medium.com/proxy/1*f9a162GhpMbiTVTAua_ILQ.png
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Neural Networks: Backpropagation

* The Perceptron Model

e Multi-layer Perceptrons (Neural Networks of Linear Layers)

* Linear Layers and Non-linear Activations (ReLU, Sigmoid, Tanh)

* The backpropagation algorithm (Chain-rule) and SGD

* Pytorch’s automatic differentiation (loss.backward() and param.grad)
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Neural Networks: Models

e Convolutional Neural Networks  Transformer Networks
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& ® *

E E: BERT
IZ]

. [fenll & ] [ [ Eunll e ] [&]
INPUT \cowotuncm,nuu POOLING ~ CONVOLUTION + RELU POOLING FLATTEN FULLY  SOFTMAX ! L4 l*"ll . -

Y Y-
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*
Unlabeled Sentence A and B Pair

e Recurrent Neural Networks e Autoencoder Networks
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https://www.edureka.co/blog/autoencoders-tutorial/
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Intro to Computer Vision: Image Manipulations

* Image Processing and Manipulation
(Brightness, Cropping, Normalizing, Resizing)

* Image Filtering and the Convolutional Operator
(Box/Mean Filter, Gaussian Blur, Sobel Filtering)

hm,n]=) glk,l] flm+k,n+I]
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Computer Vision: CNN Architectures

34-layer residual

* Datasets: Imagenet (objects), SUN (scenes)

e Convolutional Neural Network Architectures for
Images

* AlexNet, VGGNet, GooglLeNet, ResNets, Densenet

 Layers: Dropout, Batch Normalization, Max Pooling

weight layer
(%) "rem
weight layer

identity




Intro to Natural Language Processing

* Representing text as Bag of Words

e Continuous Bag of Words (CBOW) -- i.e. Learned Word Embeddings
* Part-of-speech tagging, Text parsing, Entailment Resolution

* Tokenizers (including BytePairEncoding BPE)

person holding dog

person holding cat

person using computer

{1,3,4}
{2,3,4)
{3,7,6}

cat

bag-of-words representation
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0
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tree
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INPUT PROJECTION OUTPUT
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SUM

AL Pa
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w(t+2)

CcBOW

dog

13



Natural Language Processing: RNNs

e Recurrent Neural Networks (RNNs)

» Gated Recurrent Units (GRUs), Long-
short Term Memory Networks
(LSTMs)

e Auto-regressive Models
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Natural Language Processing: Transtformers

* Transformer Models

(Attention is all you need) ﬁsp . . \

* Single Head vs Multi-head Attention & * *
* Self-Attention and Masked Self-Attention S S 61 GAB
* Positional Encodings BERT

Masked Language Modeling (MLM)
Ecws E
The BERT Transformer Model ' s

— LT
Other transformer models: GPT-2, GPT-3, T5 E e [ [T | [ror ) [
BLOOM, OPT, LLAMA, BART —

E

N E[SEP] E1 e M
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Masked Sentence A Masked Sentence B

*
. QK T \ Unlabeled Sentence A and B Pair /
Attention(Q, K, V') = softmax( )14
vy Pre-training

MultiHead(Q, K, V') = Concat(heady, ..., heady, )W
where head; = Attention(QWiQ, KwE vwY) s



Computer Vision: Transtformers

* Transformers for Images
* The ViT Transformer

Transformer Encoder
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Vision Transformer (ViT)
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Computer Vision: Object Detection

e Convolutional Neural Networks for Object Detection
* Two-Stage: RCNN, Fast-RCNN, Faster-RCNN
 Single-Stage: You Only Look Once (YOLO), Single-Shot Detector (SSD)

i Refine BB position

Object or not object BB proposal 3

proposals 3{
3 28 Sﬁ
3 7N 7
Region Proposal Network 28 3 EE—
7
feature map ”conv layer Conv. Layer Conv. Layers Conv. Layers Conv. Layers Conv. Layers
3x3x192 1x1x128 1x1x256}>< 1x1x512 }><2 3x3x1024
Maxpool Lay: 3x3x256 3x3x512 3x3x1024 3x3x1024
2x2-s-2 1x1x256 1x1x512 3x3x1024
pre-train image-net 3x3x512 3x3x1024 3x3x1024-s-2
Maxpool Laye Maxpool Layer
2x2-s-2 2x2-s-2

CNN

i 4
y |
————rr 77

Faster-RCNN: Two-stage detector YOLO: Single-stage detector
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Computer Vision: Segmentation

* Convolutional Neural Networks for Segmentation

* Upsampling Convolutions, and Dilated Convolutions
* U-Nets, Fully Convolutional Nets, and Mask-RCNN

“tabby cat”
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Upsampling convolutions and skip connections
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Computer Vision: Object Detection with Transformers

* Vision Transformers for Object Detection (DETR)
* Hungarian Loss through Bipartite Matching

——————————————————————————————————————————————————————
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Vision and Language

* Image Captioning (CNNs + RNNs): Autoregressive + Greedy decoding

<start>  Giraffes standing <end>
Pretrained CNN Softmax Softmax Softmax Softmax

using ImageNet dataset

~

—
—
—
—

5 > > > 2

CNN || |»f & 1> 5]— -~ >|5

3 | — —l —

- Feature vector T T T
Input Image at fc layer
(224x224x3) (1x1x2048)

Wemb Wemb Wemb

<start> Giraffes other

https://raw.githubusercontent.com/yunjey/pytorch-tutorial/master/tutorials/03-advanced/image_captioning/png/model.png 20



Vision and Language: VQA, RefExps

* Visual Question Answering (CNNs + RNNs + MLPs)
 Referring Expression Generation (Faster-RCNN + RNNs)
 Referring Expression Comprehension (Faster-RCNN + RNNs + MLPs)

Word Embedding

4096 output units from last hidden layer 1024 Region1
(VGGNet, Normalized) The plant on the
- . . Region2
y :" ﬂ-\ right side of the TV
- 1024 1000 1000 Region3
oooooooooooooooo Fi n‘ectedMLP ! onnecte i
| yine ugn Region4
2><2><512 LSTM :
Point-wise FIIyC nected Softmax
multiplicatiof Region3
I I I I I ’I il Regionl
Fully-Connected
“How many horses in this image?” et
Region4
https://miro.medium.com/max/1400/1*QbWaFSNaO3GTgjQzOxhdDg.png https://d3i71xaburhd42.cloudfront.net/f25b9aed37614aae007fc876f31eed0595ab9cd0/5-

Figure2-1.png
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Vision and Language: Transformers

* VVision-Language Transformers (e.g. ALBEF)

X @ [CLS]
PSS e >[ ™ ] [ MLM ] | embedding
hard | 1 1 multmodal . |:> momentum
= 1 e 2 A
negatlves: ( Feed forward || encoder ! update
' [N . momentum
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E : 1 E
" image  (IILIT 7 O (Y 4 | ,
:encocgier t text \ Momentum
i =) - M encoder | : Model '
! [ Feed forward ] negatives [ Feed forward ] | |
D 12X : X6 ! :D :
: [ Self Attention ] Image-Text [ Self Attention ] : :
T Contrastive Loss T— '
image input text input

Align before Fuse:
Vision and Language
Representation
Learning with
Momentum Distillatior212



Vision and Language: Explanations

global average pooling
r Y c
e 0 — 1 3 dy
k— 7 k
Any Z4 j OAj;
Task-specific S
Network |. gradients via backprop

C
\\\ A c c Ak
J e LGrad-CAM = ReLU Z Oka
. "

N —y
"

Grad-CAM

linear combination
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Vision and Language: Contrastive Learning

* VVision-Language Contrastive Learning (CLIP)
e Zero-shot visual recognition through CLIP visual prompt engineering

(1) Contrastive pre-training (2) Create dataset classifier from label text
N
eeeeeeeee h -
aussie pup Text i :l +| A photo of Text
L Encoder l l l l ) a . Encoder
1 T, T3 T : .
]
—>
(3) Use for shot predict

3
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Vision and Language: Text-to-lmage

* Conditional GANs (Text-to-image synthesis)
* AutoEncoders + Transformers (DALL-E and DALL-E mini)

This flower has small, round violet This flower has small, round violet
: ' petals with a dark purple center

petals with a dark purple center

"L O
l . o | |semeeees
=~ NOOT N R

1 o |
5=
Ned-

Generator Network Discriminator Network

Reed, Scott & Akata, Zeynep & Yan, Xinchen & Logeswaran, Lajanugen & Schiele,
Bernt & Lee, Honglak. (2016). Generative Adversarial Text to Image Synthesis. 25



Vision and Language: Text-to-lmage

* Conditional GANs (Text-to-image synthesis)
e AutoEncoders + Transformers (DALL-E and DALL-E mini)

Step 1: Step 2:

Learn Discrete Dictionary of Visual Tokens Build a scene as a composition of discrete visual tokens

Visual tokens

ABCDE

- e e e

‘ Bidirectional E> Autoregressive

A : N 1 A Encoder Decoder
.\ . “A EEEE FFffg

: A Ao B E <s>ABCD

Encote Docoder Text tokens Visual tokens

VQVAE — Oord,Vinyals, Kavukcuoglu, 2017
VQGAN — Esser, Rombach, Ommer, 202 | BART, GPT-3, etc
dVAE - DALL-E — Ramesh et al 202 |
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Vision and Language: Text to Image

* Reverse Diffusion Models (e.g. DALLE-2, StableDiffusion, Imagen)

Reverse denoising process (generative)

Data Noise

E¢e[llea(xz,c) — el

EEEEE

Time Representation
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Natural Language Processing: Instruction
Following LLMs and Chatbot LLMs

* Finetuned on Instructions: FLAN-T5, OPT-IML
Tuned with Reinforcement Learning with Human Feedback: InstructGPT, ChatGPT

Instruction finetuning

What is the boiling point of Nitrogen?
AN

[ Please answer the following question.

Chain-of-thought finetuning

Answer the following question by

reasoning step-by-step. The cafeteria had 23 apples

originally. They used 20 to
make lunch. So they had 23 -
20 = 3. They bought 6 more
apples, so they have 3 + 6 = 9.

The cafeteria had 23 apples. If they
used 20 for lunch and bought 6 more,
how many apples do they have?

Language
model

N

Multi-task instruction finetuning (1.8K tasks)

Inference: generalization to unseen tasks

Geoffrey Hinton is a British-Canadian
computer scientist born in 1947. George
Washington died in 1799. Thus, they
could not have had a conversation
together. So the answer is “no”.

Q: Can Geoffrey Hinton have a
conversation with George Washington?

Give the rationale before answering.

https://arxiv.org/pdf/2210.11416.pdf 28



Vision and Language: Advanced Multimodal Models

* Tuned LLMs with Image data:
Frozen, Flamingo, GPT-4V, among others...

Blue <EO0S> Steve Jobs : <EOS> This is a dax ; <EO0S>
1 I S S Pttt t 1
Self Attention Layers Self Attention Layers Self Attention Layers
Lot el ) L e e e erefefe J Lot ere e e et et et |
T i T B [ T T T
Vision Text Vision Text Vision Text Vision Text Vision Text Vision Text
Encoder Embedder Encoder Embedder Encoder Embedder Encoder Embedder Encoder Embedder Encoder Embedder

I T T T T |

Ml Question: Q: Who Q: Who This is a ‘«ﬁ\‘ This ds a Question:
M8 What colour invented invented dax. S ] Dblicket. What is
# is the car? this? A: this? A: this?
® Answer: The Wright Answer:
brothers. R L1
(@) 0-shot VQA (b) 1-shot outside-knowledge VQA (c) Few-shot image classification
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Computer Vision: Self-supervision

* Basic Pretext tasks: Colorization, context prediction, counting
* Contrastive Learning through Augmented Views: e.g. SimCLR
* Masked AutoEncoders (MAEs)

[ T

encoder —> decoder

input target

\,
PESNSWNL 24
[ ]

EEE - EEEEEEEE
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Practical Aspects

* Python + Pytorch + Automatic Differentiation + GPU
* Liveloss / Weights and Biases: For experiment Monitoring
* Matplotlib, LiveLossPlot, Torchvision, PIL (Python Imaging Library)

* Huggingface Transformers/Tokenizers Library

w . Hugging Face

@ python’
matplstlib (O PyTorct

° PyTorch Lightning

31
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Practical Aspects

* Interactive Coding Tools
* Google Colab Notebooks and Amazon SageMaker Lab
* Powered by Project Jupyter

Amazon
ICI b SageTVlaker

— Jupyter

32



Practical Aspects

* Containers: Docker and Singularity
* Batch processing: SLURM and the Rice NOTS Cluster
* + Whatever you ended up needing for your course project

* docker
rs\

workload manager

33



Practical Aspects: What else | recommend?

* Pytorch’s advanced features:

e Distributed training across multiple GPUs, and across multiple nodes with
multiple GPUs. Torch.

from torch.nn.parallel import DistributedDataParallel as DDP

* Cloud: AWS, Google Cloud, Microsoft Azure, Oracle Cloud

* On Demand vs Spot Instances
* Submitting batch processing jobs through containers
* Weights & Biases, Tensorboard, Comet

e Other frameworks:

* Tensorflow, Apache MXNet, JAX (low level support for some optimized
operations)

* ONNX: Cross-platform compatible model checkpoint file.

34



Practical Aspects: User Interfaces/Demos Recommended

* Flask (or Django): For dynamic python-based server-side deployments
e Jinja2 for templating your output HTML (if needed)

* JQuery, Bootstrap, React, ReactNative, Vue.js: For App Development

django '~

& jauery
Flask

web development, o= =
> one drop at a time INja
v B Bootstrap il Jin)
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Things we didn’t cover in the class

* Vision and Language Navigation
* (e.g.see https://arxiv.org/abs/1711.07280)

* Visual Commonsense Reasoning
* (e.g.see https://visualcommonsense.com/)
e Other topics:
* Reinforcement Learning (Prof Vaibhav Unhelkar)
* Graph Neural Networks and Graph ML (Prof. Arlei Silva)
* Information Retrieval (Prof Xia Ben Hu)
* Neural Radiance Fields (NERFs) (Prof Guha Balakrishnan)

* 3D Computer Vision and Imaging (Prof. Ashok Veeraraghavan)
Robotics (Kaiyu Hang and Lydia Kavraki)

36


https://arxiv.org/abs/1711.07280
https://visualcommonsense.com/

Rice University - Resources

liu idea lab for
innovation &
entrepreneurship

| . | .
RICE VENTURES

Bolstering student
entrepreneurs at Rice
University

We are Rice University’s student-led startup accelerator and entrepreneurship
organization.

https://entrepreneurship.rice.edu/

https://riceventures.org/
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Other things to be aware about...
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More recently

Home / Innovation / Artificial Intelligence

GPT-4 Turbo reclaims the 'best Al model'
crown from Anthropic's Claude 3

OpenAl's latest update tops all 82 LLMs in the Chatbot
Arena. Here's how to compare them for yourself.

II 74

Written by Sabrina Ortiz, Editor
April 15, 2024 at 10:49 a.m. PT
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Large Language Model

Introducing Meta Llama 3: The most capable
openly available LLM to date

April 18, 2024

Introducing

Meta Llama 3

40



Other things to be aware about...

ARTIFICIA Midjourney and Stahlﬂ Diffuicion Aanic Artict Karla Ortiz Amnnn Plaintiffe |n Class-
Get Ask US Court to Dj OPenAI threatened with landmark

Stal | . defamation lawsuit over ChatGPT false

infr —awsuit claims [Updated]

3 SALA BANDARA

n u a 9 D ChatGPT falsely claimed a mayor went to prison.

ASHLEY BELANGER - 4/5/2023, 11:44 AM

| Wustrated by Karla Ortiz
in of the United

Jups responsible
njan. 13.

Artificially intelligent (Al) image generators Stable Diffusion and Midjourney have asked a
U.S. federal court to dismiss a group of artists’ class-action lawsuit against them —
arguing that that the Al-created pictures were not comparable to their work. 41
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HOME > BIZ > NEWS Apr 2, 2024 5:11pm PT

More recentl Y George Carlin Estate Settles Lawsuit Over Al-
Generated Comedy Special

ARTIFICIAL INTELLIGENCE / TE(
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Other things to be aware about...

on Intellioe p* Whv Data And A

ud!

Al’s
it?

NATURE AND ENVIRONMENT | GLOBAL ISSUES

How Al can help the environment

Natalie Muller | Neil King
04/19/2023

ChatGPT has created a buzz around artificial intelligence. From cleaning up polluting industries to
disrupting deforestation, here are six Al innovations that can help the planet.

THIS

e
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Other things to be aware about...

W ALJAZEERA News-  Ukraine war prrad
OPINION NOT SO FAST—

Qpicnsi] (abitRigits The mounting human and environmental

ChatGPT and the sweat: costs of generative Al

th e d ig ital age Op-ed: Planetary impacts, escalating financial costs, and labor exploitation all factor.

The latest ChatGPT revelations are yet ¢ SASHALUCCIONI-4/12/2023, 6:00 AM
pervasive labour exploitation in digital :

Nanjala Nyabola
b, Nanjala Nyabola is a political analyst and the author of "Di

| 23Jan2023

Weerasekera for Noema Magazine

THEHUMAN

n order

BY ADRIENNE WILLIAMS, MILAGROS MICELI AND TIMNIT GEBRU

OCTOBER 13,2022
14

BY BILLY PERRIGO ¥

JANUARY 18, 2023 7:00 AM EST



Other things to be aware about...

= MIEEE] BACKCHANNEL BUSINESS CULTURE MORE “~ SIGN IN SUBSCRIBE Q

ChatGPT is 'not parti
‘nothing revolutionai s Than You

secniet Everybody Please Calm Down
The public perceives OpenAl's ChatGP1

being used and the same kind of work is

Ieanﬂng pionee:. AbO“t ChatG PT

f
: Written by Tiernan Ray, ContributingW 1 he panic and hype around the surprisingly dumb chatbot is stopping us from talking
about real issues with Al.

O in @ f ¥
By Edward Ongweso Jr

December 16,2022, 8:13am | Share M Tweet £ Snap

@ Listen to this article
4 o oo oo oo oo oo

~

]
0, 10101101000
o:’::::'onuwo
ooglloeiie

Why hasn't the public seen programs like ChatGPT from
a lot to lose by putting out systems that make stuff up,"s

Collectivelil Forecast
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Thanks Everyone

* Finish your course projects — | provided feedback to all progress
reports and if | have not, let me know by email. At least in Canvas all
my tickets are closed so far on progress report.

* Keep in touch — especially if you go on to do something great using
computer vision / vision-language — always happy to hear back from
students
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