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What’s wrong with current LLMs?

* Transformer-based LLMs: suffers from quadratic complexity of self-
attention w.r.t. sequence length.

* This makes it hard to scale native Transformer to long-context problems.
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Ref: Yi et al. Efficient Transformers: A Survey



Why do we need long context language
model?

* Imagine you have to summarize a 4-page paper within 10mins.

* If you only have access to a GPT-2 with 512-token context window, you might
have to select relevant content as your prompt.

* If you have a GPT-4-turbo with 128K context window, throwing the entire
paper won’t be a problem.

* Things become interesting when the context window scales...
e Chat with a PDF file, a webpage and even a book!
* Information Retrieval over a massive dataset.
* Anything else? Be creative!



Why do we need long context language

model?

MODEL

gpt-4-turbo

gpt-4-turbo-2024-04-09

gpt-4

gpt-4-0613

CONTEXT

DESCRIPTION WINDOW

New GPT-4 Turbo with Vision
The latest GPT-4 Turbo model
with vision capabilities. Vision
requests can now use JSON
mode and function calling.
Currently points to gpt—4-
turbo-2024-04-09.

128,000 tokens

GPT-4 Turbo with Vision model.
Vision requests can now use
JSON mode and function calling.
gpt-4-turbo currently points

128,000 tokens

to this version.

Currently pointsto gpt—-4-0613. 8,192 tokens
See continuous model upgrades.

Snapshot of gpt—4 from June 8,192 tokens
13th 2023 with improved

function calling support.

TRAINING DATA

Up to Dec 2023

Up to Dec 2023

Up to Sep 2021

Up to Sep 2021

MODEL

gpt-3.5-turbo-0125

gpt-3.5-turbo

CONTEXT
DESCRIPTION WINDOW
New Updated GPT 3.5 Turbo 16,385 tokens
The latest GPT-3.5 Turbo model with
higher accuracy at responding in
requested formats and a fix for a bug
which caused a text encoding issue
for non-English language function
calls. Returns a maximum of 4,096
output tokens. Learn more
Currently points to gpt-3.5- 16,385 tokens
turbo-0125.
babbage-002 Replacement forthe GPT-3 ada and babbage base 16,384 tokens
models.
davinci-002 Replacement forthe GPT-3 curie anddavinci 16,384 tokens

base models.

TRAINING DATA

Up to Sep 2021

Up to Sep 2021

Up to Sep 2021

Up to Sep 2021

From 8k to 128k, 16x increase in context window!
If still in stanard GPT architecture, that means 256x training

compute (time and memory)!



Passkey Retrieval: the easiest needle-in-the-
naystack experiment

* Prompt: There is an important info hidden inside a lot of irrelevant
text. Find it and memorize them. | will quiz you about the important
information there.

* Document:

* The grass is green. The sky is blue. The sun is yellow. Here we go. There and
back again. The grass is green. The sky is blue. The sun is yellow. Here we go.
There and back again... The pass key is joidYG+FD). Remember it. The grass is
green. The sky is blue. The sun is yellow. Here we go. There and back again...

* Query: What is the pass key? The pass key is



How do we evaluate long-context LMs?

Pressure Testing GPT-4 128K via "Needle In A HayStack”
Asking GPT-4 To Do Fact Retrieval Across Context Lengths & Document Depth

Top Of
Document 100%
Accuracy
Of Retrieval
GPT-4 retrieval accuracy
oo:::w‘ started to degrade at large
context lengths when the fact
was placed between
10%-50% document depth
Placed Fact 50%
Document o.coen gg:cur?icy :
Retrieva
Depth
5%
Doc Depth
0%
Accuracy
Bottom Of Of Retrieval
Document K 10K 19K 28K 37K 46K 55K 64K 73K 82K 9K 100K 109K 8K 128K

-— Context Length (# Tokens) —_—

Goal: Test GPT-4 Ability To Retrieve Information From Large Context Windows
A fact was placed within a document. GPT-4 (1106-preview) was then asked to retrieve it. The output was evaluated for accuracy.
This test was run at 15 different document depths (top > bottom) and 15 different context lengths (1K >128K tokens).
2x tests were run for larger contexts for a larger sample size.

Ref: https://x.com/GregKamradt/status/1722386725635580292



The Future of LLM

* GPT models are growing, but still limited by context length.
* Training Speed - Cost is quadratic in length
* Generation Speed - Attention requires full lookback

* Solutions Proposed:
* A) Approximation (e.g. Sparse, LoRA)
* B) RAG / Vector-DBs (ANN search, LSH)
* C) Brute-force compute (tiling, blockwise, e.g. RingAttention)
* D) Recurrent Model (What we will mainly discuss today!)

Ref: https://github.com/srush/do-we-need-attention/blob/main/DoWeNeedAttention.pdf
https://docs.google.com/presentation/d/1801S8XbeR1_bTMaldg21LKYQkjXftHuh9VnZ3xk27gQ/edit



https://github.com/srush/do-we-need-attention/blob/main/DoWeNeedAttention.pdf

Prerequisite: Zero Redundancy Distributed Training

Memory Consumption Comm

gPUy, gpuy; gPUy. 4 Formulation S?iugc{ﬁ‘mple Volume
Baseline 2+2+K)+«w 120GB 1x
Pos ves _— 2¥ + 2¥ + A‘—"‘ 31468 1x
B 2w + 20T 16.6GB -
Pos*g+p (3’“1:—")"‘" A 1.5x

Parameters Gradients Optimizer States

This does not solve long-context problem at all!
Because multi-head self-attention is still performed on single
device, which is prohibitive for long-context input.

Ref: https://www.deepspeed.ai/2021/03/07/zero3-offload.html



RingAttention: a type of Tensor Parallelism

Keys (NxK)
Q @ tr(K)
NxN
Queries (NxK) Output Values

(NxK) (NxK)

Pro: it’s still self-attention without any sparse approximation. And it is widely adopted in modern LLM product.
Con: Still quadric complexity!

Ref: https://twitter.com/fvsmassa/status/1580229170629849089



Alternatives towards Long-Context Problems

Charformer
(Tayetal. 2021)
Perceiver TokenLearner
(Ryoo et al _2021)
. I Transformer-XL
RWKV: | am here! aLsioes Nystromformer
Recurrence Memory / Memory

Downsampling Compressed

Compressive

Set Transformer
Clusterformer
; u
ROUtlng (Wang et al., 2020)
Funnel Poolingformer Tr[Bansfozrnmzmer Reformer
Performer ‘ Transformer {Zhang etal, 2021) (Kitaev et al, 2020)
(Choromanski et al., 2020) (paletalishz) a q ¢
ETC Big Bird
nslie et al 2020 (Zaheer et al 2020)
Low-Rank Transformer .
{Winata et al 2020) Longformer Swin )
(Beltagyetal 2020)  Transformer ! Clustered Attention
L R k / (Liu et al,, 2020) Sinkhorn Qyasetal 2020)
T OW Ran Long Short Transforme
weaa2ow  Kernels |Transformer|  Fived/Factorized/ Adant
(Ao etal. 2021) aptive
Random Patterns

. Sparse
Random Feature Attention |Synthesizer

(Tay et al., 2020a) . CC-Net
Ceneilz0ey Blockwise Transformer (ummg atal.2018)
{Qiuetal 2019)
Linear
Transformer Sparse Transformer
Image Transformer {Childet 2l 2019) Switch
(Parmar et al . 2018)
Transformer Product Key
Axial Transformer (Eedus et al. 2021) Memory

(Hoetal . 2019) {Lample et al. 2019)

Scaling Transformer
(Jaszezur et al.. 2021)

Ref: Yi et al. Efficient Transformers: A Survey



RWKYV Explained

RWKY: Reinventing RNNs for the Transformer Era

Bo Peng!?* Eric Alcaide’*>** Quentin Anthony*°*
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Prerequisite: Recurrent Neural Network Recall

v
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I
hy = tanh(Wppho + Whyexy) @
y1 = softmax(Whyh,) @

Ref: https://www.cs.rice.edu/~vo9/deep-vislang/lectures/lecture08.pdf



Prerequisite: AFT (Attention Free Transformer)

Q T
Attn(Q, K, V) = softmax(QK ')V, §
softmax( )
dp.
Z'T—1 eq;kivi Vil
decomposedas  Attn(Q, K,V ), = ==

Z?:l et ki =

{ wi;i } € RIxTis the learned pair-wise position biases, and each wy;is a scalar

Ref: [1] https://jalammar.github.io/illustrated-transformer/ [2] Peng, Bo, et al. "Rwkv: Reinventing rnns for the transformer era." arXiv preprint arXiv:2305.13048 (2023).



https://jalammar.github.io/illustrated-transformer/

Prerequisite: AFT (Attention Free Transformer)

Attn+(W', K, V)t —

t we i +kio,. K- w Vv
ZiZl € vz O, ZLI exp(@+@) O] @] Y,
= Ol
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{ wii } € RIxTis the learned pair-wise position biases,
and each WeilS a scalar Figure 2: An illustration of AFT defined in Equation 2, with 7" = 3,d = 2.
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Ref: Zhai et al. An Attention Free Transformer



RWKYV Explained

we; = —(t — 1w,
t Wi.itHkia. ; d
4 1 T Zz’zl € V; where w € (R>)“, with d the number of chan-
Attn ( » £ )t T Zt eWt,itk; : nels. We require w to be non-negative to ensure
1=1 that et < 1 and the per-channel weights decay

backwards in time.

® Each w; in RWKYV be a channel-wise time decay vector multiplied by the

relative position. Not a standalone learnable position embedding any more!



RWKYV Block v.s. Transformer Block
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Figure 2: RWKYV block elements (left) and RWKV
residual block with a final head for language modeling
(right) architectures.

Figure 1: The Transformer - model architecture.



RWKV

Qutput Probabilities

Channel
Mixing

® time-mixing and channel-mixing blocks

® R: Receptance vector acting as the acceptance of past

RWKV-LM Head
Y
.
L/

lnformatlon L Channel Mixing J

g 0wt ]
®Sounds like what? Forget Gate! E*@

fan)
o WKV 3/

model parameter. | '} | | 't! J | ? | L Time Mixing J
(o)

® K: Key is a vector analogous to K in traditional attention. (Comiom) LayerNom:

® W: Weight is the positional weight decay vector. A trainable

LayerNorm

® V : Value 1s a vector analogous to V in traditional attention

Figure 2: RWKYV block elements (left) and RWKV
residual block with a final head for language modeling
(right) architectures.



RWKV Time-mixing Block

The time-mixing block is given by: — I
Token shift: only see one step before! Mng o
re = Wy - (rxe + (1 — pp)x4-1), (11) ’_é.
ki = Wi - (upxe + (1 — pg)ze-1), (12) - wiv
v = Wy - (ot + (1 — po)Ts—1), (13) f f
t—1 —(t—1—d)w+k;,,. u+ky R K
i =1 s . | f ¥
zt_% e—(t—1—i)w+k; | eoutke l
i= H
AFT LayerlNorm
addictive operation replacing multiplication A

o = W, - (a(r) © wkvy), (15)



RWKYV Parallel Training

* Let’s think: which factor prevents RNN parallel training?
) — () — (bg) — () — (1
I
< =

e At each timestep RNN has to conditioned on previous hidden states!

* In RWKYV, this is not a problem! RWKV does not explicitly rely on
hidden states, but instead uses AFT to capture context.



RWKYV Parallel Training

hidden states propagation prevents efficicent training!

Linear Convoluton (I

RNN CelllLinear-.[;]-..-.I;'_.._.l;]_,._. Elemgr;t:;;ﬁg | ‘ ‘ ‘ |

Linear [N NI Convoluion (TN SR ]

' } { : } ' '
RNN Cell/Linear *Q*F*Q*F*Q*}.* E'emg’;‘;;zg — ‘ —
(a) RNN (b) QuasiRNN (Bradbury et al., 2017) (c) RWKV

Figure 1: Computation structure of the RWKYV in comparison to QRNN and RNN (Vanilla, LSTM, GRU, etc)
architectures. Color codes: orange indicates time-mixing, convolutions or matrix multiplications, and the contin-
uous block indicates that these computations can proceed simultaneously; blue signifies parameterless functions
that operate concurrently along the channel or feature dimension (element-wise). Green indicates channel-mixing.



RWKYV Sequential Decoding

* Question First: what’s the time complexity for GPT to decode a
sequence of length n?
* native: O(n?);
* with key-value caching: O(n); at each timestep, we only compute intermediate
activations for current position and reuse all previous key-values.

(Q * K*T) * V computation process with caching

Keys_Transpose
Step 1 a9
Queries | | Y  Val s  Results
=
(<)
—
o
64
1( aching K l( aaaaaa v
l R l Restoring
he K from cache
Slep N Keys_Transpose
d lues
Q
'U Queries
o |——3 X~ I
Q 64 ; 64
(=]
64

Ref: https://developer.nvidia.com/blog/mastering-lim-
Values that will be computed on this step Values that will be taken from cache tEChniq ue5'inferenCE'Optimization/



RWKYV Sequential Decoding

 RWKV Time-mixing Block can be seen as an RNN cell (Appendix D),

* which means a native O(n) decoder! o(n?)

——— cuda_facebook/opt-2.7b

D
o

Oy é cuda_EleutherAl/gpt-neo-2.7B
T g —— cuda_bigscience/bloom-3b
1) o)\ - S 50 —— cuda_EleutherAl/pythia-2.8b
h; 1 (2 | > h, S Alipy
= —— cuda_rwkv-4-pile-3b
3 e
X =
e wkv; 0
Q
k; Vi ri g .
Xt—1T M o f—> X¢ E
o 20
8 :
X¢ =
S 10
£
-
o

Figure 8: RWKYV time-mixing block formulated as an
RNN cell. Color codes: yellow (u) denotes the token 0 200 400 a0l 500 1000
shift, red (1) denotes the denominator, blue (2) denotes the # Tokens

numerator, and pink (3) denotes the fraction computations
in 16. h denotes the numerator-denominator tuple.
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Figure 6: Cumulative time during text generation for
different LLMs.



RWKYV Results

Accuracy

Accuracy

Figure 5: Zero-Shot Performance of RWKYV on common language modeling evaluation benchmarks. Additional
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RWKYV Long-range Arena Results

Table 4: Evaluation on Long Range Arena. Other models reported in the literature (Gu et al., 2022: Alam et al.
2023). Bolded values are the best.

MODEL LisSTOPS TEXT RETRIEVAL IMAGE PATHFINDER PATH-X AVG

Transformer 36.37 64.27 57.46 42.44 71.40 X 53.66
Reformer 37.27 56.10 53.40 38.07 68.50 X 50.56
BigBird 36.05 64.02 59.29 40.83 74.87 X 54.17
Linear Trans. 16.13 65.90 53.09 42.34 75.30 X 50.46
Performer 18.01 65.40 53.82 42.77 77.05 X 51.18
FNet 35.33 65.11 59.61 38.67 77.80 X 54.42
Nystromformer 37.15 65.52 79.56 41.58 70.94 X 57.46
Luna-256 37.25 64.57 79.29 47.38 77.72 X 59.37
Hrrformer 39.98 65.38 76.15 50.45 72.17 X 60.83
S4 59.60 86.82 90.90 88.65 94.20 96.35 86.09
RWKV 55.88 86.04 88.34 70.53 58.42 X 72.07




RWKV -> EMNLP’23 Findings

Paper Decision &

Decision " Program Chairs (@ emnlp-2023-pc@googlegroups.com, juancitomiguelito@gmail.com, juancarabina@meta.com, hbouamor@cmu.edu, +2 more)
g 07 Oct 2023, 14:38 (modified: 01 Dec 2023, 15:17) < Everyone [k Revisions

Decision: Accept-Findings

Comment:

Summary of the paper: RWKV is the largest RNN model trained to date in NLP that rivals transformers in performance. The results show that the model has impressive performance, making it a
worthwhile subject of further study.

This manuscript has a lot of positives. The idea presented in the paper is very ambitious and relevant to the NLP community. The proposed method has comparable training speed as compared to
transformers with much faster inference and lower memory footprint.

Some of the core criticisms of the paper are on the empirical evaluations and the paper not being well written. Multiple details are missing including experiments such as actual compute time
comparison, evaluation beyond 4K token length to showcase the use of RNN style method. RNN style methods trade-off accuracy and compute time (because of information bottleneck), an evaluation

of this trade-off would be an interesting addition.



Another recurrent model: Mamba

Mamba: Linear-Time Sequence Modeling with Selective State Spaces

Albert Gu* and Tri Dao*’

'‘Machine Learning Department, Carnegie Mellon University
“Department of Computer Science, Princeton University
agu@cs.cmu.edu, tri@tridao.me

 Mamba is motivated by “Selective State Space Model” (S4), another RNN
variant.

* Encourage you to read it after class. We will introduce it at an intuitive level.



Structured State-Space Sequence (S4):
Intuitive Understanding

State space

1 2 3
I E | -
attention

tt

v prediction .
prediction .

Transformer Attention 54 Model

Ref: https://www.youtube.com/watch?v=iskuX3Ak9Uk



Structured State-Space Sequence (S4):
Intuitive Understanding

1

2

Ah = f(h,z) = §(Ah + Bz)

ho = hi + 5(Ah1 —+ B:Bl)

L9 =Ch2':l31



Mamba (S4 + Selective) Algorithms

State space Algorithm 1 SSM (S4) Algorithm 2 SSM + Selection (S6)
Input: x : (B,L,D) Input: x : (B,L,D)
Output: y : (B,L,D) Output: y : (B,L,D)
1: A : (D,N) « Parameter 1: A : (D,N) « Parameter
> Represents structured N X N matrix > Represents structured N X N matrix
2: B : (D,N) « Parameter 2: B : (B,L,N) «sz(x)
3: C : (D,N) « Parameter 3: C : (B,L,N) «fs-(x)
4: A : (D) « t,(Parameter) 4: A : (B,L,D) « 7 (Parametertts, (x))
5: A,B : (D,N) « discretize(A, A, B) 5: A,B : (B,L,D,N) « discretize(A, A, B)
orediction - 6: y « SSM(A, B, C)(x) 6: y « SSM(A, B, C)(x)
> Time-invariant: recurrence or convolution > Time-varying: recurrence (scan) only

N

7: returny returny

* Mamba improves 54 by:
* Now B, C and delta is dependent on current time step input x.
e B -> B(x); C-> C(x); delta -> delta(x)
* During this process, the model selectively chooses which part of hidden states to use
depending on current input.



Mamba and its extension

* Researchers have been migrating mamba into various domains.

(Arxiv 23.12.01) Mamba: Linear-Time Sequence Modeling with Selective State Spaces Paper Code O stars - 9k
(Arxiv 24.01.08) MoE-Mamba: Efficient Selective State Space Models with Mixture of Experts Paper
(Arxiv 24.01.24) MambaByte: Token-free Selective State Space Model Paper Code € Stars - 591

(Arxiv 24.01.31) LOCOST: State-Space Models for Long Document Abstractive Summarization Paper Code
) stars 12

(Arxiv 24.02.01) BlackMamba: Mixture of Experts for State-Space Models Paper Code € Stars 188
(Arxiv 24.02.06) Can Mamba Learn How to Learn? A Comparative Study on In-Context Learning Tasks Paper
(Arxiv 24.02.08) Mamba-ND: Selective State Space Modeling for Multi-Dimensional Data Paper

(Arxiv 24.02.15) Hierarchical State Space Models for Continuous Sequence-to-Sequence Modeling Paper Code
QStars 23

(Arxiv 24.02.19) Pan-Mamba: Effective pan-sharpening with State Space Model Paper Code O stars 39

(Arxiv 24.02.23) State Space Models for Event Cameras Paper

Ref: https://github.com/yyyujintang/Awesome-Mamba-Papers



s recurrent model the future arch of LLM?

* Yes and No!

* Yes: the community is continuously contributing works towards
recurrent model, and some of them have amazing designs! Another
GPT might hide in them.

S4 [Gu et al., 20223]

DSS
GSS
54D

‘Gupta, 2022]
‘Mehta et al., 2022]
'Gu et al., 2022b]

H3 [Dao et al., 2022]
S5 [Smith et al., 2022]
BiGS [Wang et al., 2022]

QRNN [Bradbury et al., 2016]
Mega [Ma et al., 2022]
SGConv [Li et al., 2022]
Hyena [Poli et al., 2023]
LRU [Orvieto et al., 2023]
RWKYV [Peng et al., 2023
MultiRes [Shi et al., 2023]




s recurrent model the future arch of LLM?

* Yes and No!

* No: in standard evaluation setting (no long-context ability needed),
they are unable to match their transformer counterpart with similar
size and FLOPs.



Lossless long-context is everything

* I[f you had a context length of 1 billion tokens, none of the problems
you see today would be problems.

* Zhiling Yang, Author of Transformer-XL, Founder of Moonshot Al. Raised S1B
in Series B in Feb. 2024.
* The next generation of LLM should have:

* scalability
e generalization ability

e |s it still with Transformer-like block? Is it still trained with next token
prediction loss?

e We don’t know.

Ref: https://foresightnews.pro/article/detail /53994



Questions?



