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## Decreasing computations

- Only inner products matter.
- Can we approximate $x_{i}$ with $z_{i}$ so that $\operatorname{dim}\left(z_{i}\right) \ll \operatorname{dim}\left(x_{i}\right)$ and $x_{i}^{T} x_{j} \approx z_{i}^{T} z_{j}$.
- One way $z_{i}=A x_{i}$. Any comment on rows vs columns of $A$.
- Turns out a random $A$ is good !!
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## Johnson-Linderstrauss Lemma

- If $d_{\text {new }}=\omega\left(\frac{1}{\gamma^{2}} \log n\right)$, relative angles are preserved up to $1 \pm \gamma$. - How big can $\gamma$ be?
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## How else can big margin help

A simple weak learner whose speed is proportional to margin. step 1: Pick random h.
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## How else can big margin help

A simple weak learner whose speed is proportional to margin. step 1: Pick random h.
step 2: Evaluate error in step 1.
If error $<\frac{1}{2}-\frac{\gamma}{4}$, stop
else, goto step 1.
Bigger the margin, lesser the iterations
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## Can we do better

$$
\begin{aligned}
& \text { If } \operatorname{Pr}(\text { error }<\epsilon)<\delta \\
& d=\mathcal{O}\left(\frac{1}{\gamma^{2}} \log \left(\frac{1}{\epsilon \delta}\right)\right) \text { is sufficient. }
\end{aligned}
$$
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## Kernel functions

- What if we know that $K\left(x_{1}, x_{2}\right)=\phi\left(x_{1}\right) \phi\left(x_{2}\right)$ ?
- What if we do not? Finding Inner products approximately is enough
- We need to know the distribution of data set
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Hence,
$w^{\prime} \phi(x)=\alpha_{1} K\left(x, x_{1}\right)+\alpha_{2} K\left(x, x_{2}\right)+\ldots \alpha_{d} K\left(x, x_{d}\right)$;
If we define $F_{1}(x)=\left(K\left(x, x_{1}\right), \ldots, K\left(x, x_{d}\right)\right)$; then with high probability the vector $\left(\alpha_{1}, \ldots \alpha_{d}\right)$ is an approximate linear separator.
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## Mapping-2

- We can normalize $K\left(x, x_{i}\right)$ and get better bounds.
- Compute $K=U^{T} U$;
- Compute $F_{2}(x)=F_{1}(x) U^{-1}$.
- $F_{2}$ is linearly separable with error at most $\epsilon$ at margin $\gamma / 2$


## Key take aways

- Inner products are enough.
- Random projections are good.
- Higher the margin, lower the dimension.
- If okay with error, we can project to much lower dimension.
- While using Kernels, randomly drawn data points act as good features.

