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ABSTRACT
All-optical circuit-switched (OCS) core is the holy grail for
the future generation datacenter architectures. However,
such proposals consist of a common operational abstrac-
tion termed as round-robin circuit scheduling, which heavily
suffers from a) high traffic skewness, and b) high volume of
inter-rack traffic. To address this issue, we propose a novel ar-
chitecture: round-robin OCS-core equipped with OCS-based
reconfigurable edge for joint Skewness and Inter-rack traffic
Volume (SV) minimization. Our architecture significantly im-
proves the performance of all-optical cores, making it very
close to a non-blocking network.
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1 MOTIVATION
Traditional packet-switched network cores in today’s Data-
center networks (DCNs) are not sustainable in the long run
as CMOS-based electrical packet switches face the challenge
posed by the end of Moore’s Law [1, 16]. Under such energy-
critical situations, optical circuit-switching (OCS) technol-
ogy equipped with several fundamental properties such as,
a) agnostic to data-rate, b) negligible power consumption,
c) negligible forwarding latency etc., seems to be the most
promising alternative. This, in turn, fuels the necessity to
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Figure 1: Round-robin OCS cores significantly suffer
from (a) traffic skewness, and (b) oversubscription.

envision the all-optical circuit-switched cores [1, 11–13, 15]
for designing the future-generation DCN architectures.
In spite of using diverse underlying OCS technologies,

those DCN architectures share a common operational ab-
straction termed as round-robin circuit scheduling [5]. The
OCSes are connected to a subset of ToR switches and periodi-
cally cycle through a predefined set of circuit configurations,
to achieve reconfigurably non-blocking connectivity. Such
abstraction can theoretically achieve 100% throughput only
if the traffic is uniform. But, DCN workloads show a) high
skewness i.e., a small subset of ToR pairs exchange a signifi-
cant amount of traffic [6–10, 14, 18], and b) high inter-rack
traffic volume [2–4, 14]. As a result, circuits between the
hot rack pairs are heavily utilized, while the abstraction can-
not leverage underutilized bandwidth of the cold circuits.
The situation can become even worse if the core is over-
subscribed, as the high volume of skewed inter-rack traffic
would contend for bandwidth and face severe congestion.

To quantify this issue, we perform packet-level simula-
tions emulating a round-robin OCS-based core such as Sirius
[1], alongwith an ideal non-blocking network, in presence
of highly skewed and inter-rack traffic, while varying the
oversubscription (os) at the core, as shown in Figure 1(a) and
1(b). We define the skewness parameter (𝑥,𝑦) where 𝑥 frac-
tion of hot-rack pairs exchange 𝑦 fraction of the traffic. For
1 : 1 os, the average flow completion time (FCT) slowdown
is 7.2×. The performance degrades rapidly with higher os
ratio due to heavy inter-rack traffic volume. For example, at
8 : 1 os, the average FCT slowdown is more than 43×.

2 OUR STRATEGY
In this work, we envision a fundamentally different approach:
regroup the edge traffic intelligently so that a) most of the
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Figure 2: Round-robin OCS-based core with OCS-based
reconfigurable edge, for joint SV-minimization.

traffic gets localized within a ToR which reduces the inter-
rack traffic volume, and b) the remaining inter-rack traffic
accessing the network core becomes almost uniform, a favor-
able scenario for round-robin OCS-core. Hence, we propose
a novel architecture: round-robin OCS-core equipped with
OCS-based reconfigurable edge between servers and ToR
switches, as shown in Figure 2. OCS-based edge comple-
ments the traffic-agnostic round-robin OCS-core by periodi-
cally reconfiguring itself, thus reshaping the incoming traffic
in order to jointly minimize traffic Skewness and inter-rack
traffic Volume, which we call SV-minimization.
However, jointly optimizing for these objectives while

finding the right balance is non-trivial and challenging. Ex-
ample in Figure 3 intuitively demonstrates that naïve traffic
localization could reduce inter-rack traffic volume signifi-
cantly, although the remaining inter-rack traffic could be
heavily skewed, affecting performance. Consider a OCS-core
with 3 ToRs (with 2 servers each) and one edge OCS. For
config (a), the traffic is completely inter-rack (localized traf-
fic = 0) with high skewness (Jain’s Fairness Index, JFI, of
the inter-rack traffic is 0.18). Aggressive traffic localization
would localize most of the flows (config (b)), minimizing the
inter-rack traffic volume (localized traffic = 102000). How-
ever, it leaves both flows 𝑓2 and 𝑓3 between ToR 0 and ToR 2,
leading to high traffic skewness (JFI = 0.17). But in config (c),
only flow 𝑓1 is localized, and other flows are deliberately not
localized, rather reorganized between ToRs 1 and 2 in a uni-
form manner. This configuration sacrifices localization by a
little (localized traffic = 100000) while reducing the inter-rack
traffic skewness significantly (JFI = 0.67).

3 EVALUATION
Figure 4(a) and 4(b) show that, the performance of baseline
architectures can be severely affected by higher core over-
subscription in presence of high traffic skewness and heavy
inter-rack traffic volume. At os ratio 8 : 1, round-robin OCS
core can perform 43.6× worse compared to non-blocking
network in terms of average FCT. At such high os ratio, VLB
[17] and Opera [11] both improve upon round-robin OCS-
based core, but still have average FCT slowdown of 13.12×

Figure 3: Example to demonstrate the difference be-
tween naïve traffic localization vs. SV-minimization.

Figure 4: (a) Average FCT and (b) 99% FCT (both in `sec)
of the architectures at different core os ratio for high
traffic skewness (0.05, 0.8) and high network load (80%).

and 13.8× respectively. A traditional packet-switched net-
work can outperform all of these baseline architectures at
high os ratio, due to path diversity and no OCS-based down-
time. However, our proposed architecture, with one OCS at
the edge having 10 `sec reconfiguration downtime and 500
`sec reconfiguration interval can achieve closest to the non-
blocking performance under 1 : 1 os ratio. The average and
99% FCT slowdown are only 9.7% and 5.1% respectively w.r.t.
non-blocking packet-switched core. Equipped with novel
SV-minimization, our architecture also outperforms tradi-
tional packet-switched cores under high os ratios, e.g., it can
effectively reduce the core os ratio from 8 : 1 to 1.4 : 1.

4 CONCLUSION
We propose a traffic-agnostic optical core alongwith a recon-
figurable optical edge that jointly minimizes traffic skewness
and inter-rack traffic volume. Therefore, it can significantly
reduce the performance gap between today’s all-optical core
and ideal packet-switched nonblocking network, making
all-optical cores widely acceptable to the community.
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