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PREFACE

Let A ⊆ <. A is ℵ1-dense if it has no first and no last element, and if

between any two members of A there are exactly ℵ1 members of A. We let

K denote the collection of ℵ1-dense subsets of <.

It is well known that every two countable dense subsets of < without

first and last element are order isomorphic. Baumgartner [B] proved that

it is consistent with ZFC that every two ℵ1-dense subsets of < are order

isomorphic.

The statement that each two ℵ1 dense subsets of < are order isomorphic

is called Baumgartner’s Axiom. This axiom is denoted by BA. In a universe

which satisfies CH, for example, <, and <\Q are two ℵ1-dense sets which are

not order isomorphic, thus BA is independent of ZFC.
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This theorem of Baumgartner called for a variety of other questions con-

cerning the structure of the class of ℵ1-dense subsets of < which were inves-

tigated by Abraham, Rubin and Shelah in [ARS]. Their paper introduced

several techniques which were used to solve consistency questions concerning

the properties of the embeddability relation on K. One of the solved question

by [ARS] is the following.

Definition: An ℵ1-dense set A ⊆ < is homogeneous if for every a, b ∈

A, there is an automorphism f of 〈A,≤〉 such that f(a) = b. The set of

homogeneous ℵ1-dense sets in < is denoted by KH .

Consider the structure
〈
KH/ ∼=,�

〉
, where the members of KH/ ∼= are

the equivalence classes of the relation of order isomorphism, and � is the

order embeddability relation.

A question is asked whether, given a finite distributive lattice 〈L,≤〉,

there is a universe in which
〈
KH/ ∼=,�

〉
, and 〈L,≤〉 are isomorphic. In

a universe which satisfies BA, for example,
〈
KH/ ∼=,�

〉
is isomorphic to a

lattice with a single element. The answer, by [ARS], comes in the following

theorem.

Define the following operation on
〈
KH/ ∼=,�

〉
:

(A/ ∼=)∗ = {−a | a ∈ A}/ ∼=

Then, ∗ is an automorphism of
〈
KH/ ∼=,�

〉
, and indeed, it is an involution;

that is, an automorphism of order ≤ 2.
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Theorem: Let 〈L,≤, ∗〉 be a finite poset with an involution. Then the

following are equivalent:

(A) MAℵ1 +
(〈
KH ∪ {∅}/ ∼=,�, ∗

〉 ∼= 〈L,≤, ∗〉) is consistent with ZFC.

(B) 〈L,≤, ∗〉 is a distributive lattice with an involution.

The proof in [ARS] is very intricate; some of the details are missing, and

some of the claims are without explicit proof. In this thesis I will present

a complete and detailed proof. I will also present some techniques used in

[ARS], The main one is the so-called club method, which is used in a proof

of the consistency of MA+BA.

Outline

Section 1 contains definitions of the structures K and KH , and states some

properties of sets in K and KH under the assumption of MAℵ1 . Section 2 is

devoted to the Isomorphism forcings, which is a type of forcings that makes

two sets of K order isomorphic. In this section we will also present some

techniques such as the club-method, which serve as a core to the entire work.

In section 3 we state the main theorem and start its long proof; the iterated

forcing which is used for this proof is outlined in section 4, along to a solution

for a complicity which rises when entwining this forcing with MAℵ1 iterated

forcing. In this section we use the Explicit Contradiction Method technique.

Finally, section 5 is devoted entirely to the proof of the successor stage of

this forcing.
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1 Preliminaries

In this section we define the collection of ℵ1-dense subsets of <, known as K,

and discuss important aspects of K and KH - the collection of all homogeneous

ℵ1-dense subsets of <. We will also show how to find non-isomorphic sets of K.

1.1 Discussing K and KH under the assumption of MAℵ1

Let A ⊆ <. A is ℵ1-dense if it has no first and no last element, and between any

two members of A, there are exactly ℵ1 members of A.

Let < be the order on <. If A,B ⊆ <, let A ∼= B mean that the structures

〈A,<〉 and 〈B,<〉 are isomorphic.

Let A � B mean that 〈A,<〉 is embeddable in 〈B,<〉. Let A ⊥ B mean that

there is no ℵ1- dense set, C ⊆ <, such that C � A, and C � B; we will say that

A is far from B. If this is not the case then we will say that A and B are near .

If A ⊆ <, let A∗ = {−a | a ∈ A}.

For A,B ⊆ <, let A⊥⊥B mean A ⊥ B, and A ⊥ B∗; we will say that A is very

far from B.

An order-preserving (OP) function from A to B is a 1-1 function f : A → B

such that for every a1, a2 ∈ A, a1 < a2 ⇒ f(a1) < f(a2); it is order-reversing (OR)

if it is 1-1, and for every a1, a2 ∈ A, a1 < a2 ⇒ f(a2) < f(a1). If f is either OP,

or OR, then f is called a monotonic function. It is easy to see that a composition

of monotonic function with odd number of OR function is an OR function, and a

composition of monotonic functions with even number of OR function is an OP

function. In particular, a composition of OP function gives an OP function.

Let K = {A ⊆ < | A is ℵ1-dense}. In this work we will be interested in this

collection, and even more in the collection KH which will be defined later.

For the rest of this work let MAℵ1 denote Martin’s Axiom for c.c.c posets and



2

ℵ1 dense sets. (see [K] II 2.5)

The following claim will give us a notion of the nature of K.

Claim 1.1. (AC)

Let A ⊆ < be of the size of ℵ1. Then A has a subset which is isomorphic to

some C ∈ K.

Proof. Let A ⊆ <, |A| = ℵ1. For every a1, a2 ∈ A where a1 < a2, denote a1 ≡R a2

if |A∩(a1, a2)| = ℵ0. Clearly, ≡R is an equivalent relation on A. As |A/ ≡R | = ℵ1,

then taking a representative from every equivalent set will ensure us a set B of

the size of ℵ1. Take b1, b2 ∈ B, where b1 6= b2, and let B′
def
= (b1, b2) ∩ B. Every

b3 < b4 in B′ are in different equivalent sets, hence B′ ∩ (b3, b4) is of the size of ℵ1,

and obviously B′ has no first and last element; hence B′ ∈ K.

In 1973 Baumgartner [B] proved the following.

Theorem 1.2. It is consistent with ZFC that every two members of K are order

isomorphic.

Let BA be the following axiom: ”Every two members of K are order isomor-

phic”. A proof of the consistency of BA will be denoted here as BA forcing or

the Isomorphism forcing, and in which the club method is used. More on that in

section 2.
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We now elaborate a discussion from section 6 in [ARS]. The following lemma

is due to [ARS] 6.1.

Lemma 1.3. Assume MAℵ1. Then:

1. Let A,B ∈ K, and let {gi | i ∈ ω} be a family of OP functions from A to B,

such that for every a ∈ A and b1, b2 ∈ B, b1 < b2, there is i ∈ ω such that

gi(a) ∈ B ∩ (b1, b2). Then A � B.

2. Let A,B, and {gi | i ∈ ω} be as in (1), and suppose in addition that for every

b ∈ B and a1, a2 ∈ A, a1 < a2, there is i ∈ ω such that g−1
i (b) ∈ A∩ (a1, a2).

Then A ∼= B.

Proof. (2) We will define a c.c.c poset P as follows: P = {f : A→ B | f is finite,

OP, and for every a ∈ Dom(f) there is gi such that 〈a, f(a)〉 ∈ gi}. The ordering

on P is defined by f ≤ g if f ⊆ g.

For every 〈a1, b1〉 , 〈a2, b2〉 ∈ A × B, we say that {〈a1, b1〉 , 〈a2, b2〉} is OP if

a1 ≤ a2 ↔ b1 ≤ b2. We will call {〈a1, b1〉 , 〈a2, b2〉} OR if a1 ≤ a2 ↔ b2 ≤ b1.

First notice, that for every a ∈ A, Da
def
= {f ∈ P | a ∈ Dom(f)} is dense in

P , and for every b ∈ B, Db def= {f ∈ P | b ∈ Rng(f)} is dense in P . Hence if G

is a P -generic filter which intersects all Da’s and Db’s, then
⋃
{f | f ∈ G} is an

isomorphism between 〈A,<〉 and 〈B,<〉. It remains to show that P is c.c.c.

Let F ⊆ P be such that |F | = ℵ1. We may assume that there is n < ω such

that for every f ∈ F , |f | = n. For every α < ℵ1, and i < n let 〈ai(α), bi(α)〉 denote

the i’th member of fα.

We can also assume that F is a ∆-system with an empty kernel. Hence, and

due to the fact that for every f ∈ F , and a ∈ Dom(f), f(a) ∈ {gi(a) | i < ω},

which is a countable collection, and the gi’s are all 1-1, we may assume that for

every α, β < ℵ1, Dom(fα)∩Dom(fβ) = ∅, and that Rng(fα)∩Rng(fβ) = ∅. Hence
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fα∪fβ is finite, 1-1, and for every a ∈ fα∪fβ there is i < ω such that f(a) = gi(a).

It remains only to see that fα ∪ fβ is OP.

We can assume that there are p0 < · · · < pn, q0 < · · · < qn rationals, such

that for every fα ∈ F , pi < ai(α) < pi+1, and qi < bi(α) < qi+1. Hence, for every

α, β < ℵ1, and i, j < n, i 6= j, {〈ai(α), bi(α)〉 , 〈aj(β), bj(β)〉} is OP. As {gi | i ∈ ω}

is a countable collection, we can assume that for every i < n there is such g that

for every f ∈ F , 〈ai, bi〉 ∈ g. Then for every α < β < ℵ1, fα ∪ fβ is OP, as for

every i < n, {〈ai(α), bi(α)〉 , 〈ai(β), bi(β)〉} is OP as well.

(1) Is done exactly the same. .

We now turn to look at the collection of homogeneous sets of K.

Definition 1.4. Let A ⊆ <, and let ≤ be the order on <. f : A → A is an

automorphism of 〈A,<〉, if f is bijective, and for every a, b ∈ A, a ≤ b↔ f(a) ≤

f(b).

A ⊆ < is homogeneous if for every a, b ∈ A there is an automorphism f of 〈A,<〉

such that f(a) = b.

Let KH = {A ∈ K |A is homogeneous}.

Definition 1.5. Let A ∈ K. I ⊆ < is an interval of A, if there are a1, a2 ∈ A,

a1 6= a2, such that I = (a1, a2) ∩A.

Note that if A ∈ K, and I is an interval of A, where A ∈ K, then I ∈ K as

well.

Definition 1.6. For every p < q < r < s ∈ Q, if there are a1, a2 ∈ A such that

a1 ∈ (p, q), a2 ∈ (r, s), then let I{p,q,r,s} be an interval of A, such that if a, a′ ∈ A,

and I{p,q,r,s} = (a, a′)∩A, then a ∈ (p, q), and a′ ∈ (r, s). For A ∈ K, let φA be the

following collection of intervals: φA = {I{p,q,r,s} |p, q, r, s ∈ Q, and p < q < r < s}.
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Lemma 1.7. Let τ be the topology of A which is defined by the collection of all

intervals of A. Then φA is a countable base for τ .

Proof. Let A ∈ K, and let x ∈ A. As A has no first and last element, there are

a1, a2 ∈ A such that a1 < x < a2. Let p, q, r, s ∈ Q where p < q < x < r < s,

a1 ∈ (p, q), and a2 ∈ (r, s). Then there are a, a′ ∈ A, such that a ∈ (p, q), a′ ∈ (r, s)

and I{p,q,r,s} ∈ φA, where I{p,q,r,s}
def
= (a, a′) ∩A. Then x ∈ I{p,q,r,s}.

It is also clear that for any I1, I2 ∈ φA, if x ∈ I1 ∩ I2, then there is I0 ∈ φA

such that I0 ⊆ I1 ∩ I2, and x ∈ I0. Hence φA is a countable base for τ .

It is immediate from this lemma that every member of K is of the size of ℵ1.

It is also easy to see that every A ∈ K is isomorphic to some A′ ∈ K which is

dense in <. This is done by taking a member from every I ∈ φA thus forming a

countable subset of A which is dense in itself - thus isomorphic to the rationals.

Lemma 1.8. Let A ∈ KH , a ∈ A, and let J be an interval of A. Then there is

an interval I ′ of A, such that I ′ ∈ φA, a ∈ I ′, and an automorphism f of 〈A,<〉

such that f(I ′) ⊆ J .

Proof. Let b ∈ J . As A is homogeneous, there is an automorphism f of 〈A,<〉

such that f(a) = b. As J has no first and last element, let b1, b2 ∈ J , b1 < b2,

such that b1 < b < b2. Then there are a1 < a < a2 ∈ A such that f(a1) = b1, and

f(a2) = b2. Let I = (a1, a2) ∩ A be an interval of A. Then f(I) ⊆ J . As φA is a

base, there is I ′ ∈ φA, I ′ ⊆ I, a ∈ I ′, then f(I ′) ⊆ J .

Lemma 1.9. Assume MAℵ1, and let A ∈ KH . Then for every two intervals I0, J0

of A, I0 ∼= J0.
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Proof. Let I0, J0 be two intervals ofA. For every J ∈ φA, J ⊆ J0, let {
〈
IJi , g

J
i

〉
|i ∈

ω} be such that IJi ∈ φA, gJi is an automorphism of A, gJi (IJi ) ⊆ J , and
⋃
i∈ω I

J
i =

A. As φA is a countable base of A, then by lemma 1.8, there are such IJi ’s and

gJi ’s.

let φ0 = {gJi | J ∈ φA, J ⊆ J0, and i ∈ ω}. Then I0, J0 and φ0 satisfy the

conditions of lemma 1.3 part (1). By a symmetric argument there is a family φ1

such that J0, I0 and φ1 also satisfy the conditions of lemma 1.3 part (1). Hence,

I0, J0, and φ0 ∪ {g−1 | g ∈ φ1} satisfy the conditions of lemma 1.3 part (2), hence

I0 ∼= J0.

Let GA
def
= {g{I,J} | I, J ∈ φA and gI,J is an isomorphism between I, and J}.

We will denote GA as the set of isomorphisms of 〈A,<〉 induced by φA.

We will now come to talk about shuffles of members of K, and KH .

Definition 1.10. Let {Ai | i < α < ω} ⊆ K, and let B ∈ K. We say that B is a

shuffle of {Ai | i < α} if there are A1
i , i < α, such that A1

i
∼= Ai, B =

⋃
i<αA

1
i , and

for every i < α and b1, b2 ∈ B where b1 < b2, there is a ∈ A1
i such that b1 < a < b2.

Let A ∈ K; B ∈ K is a mixing of A if for every rational interval I there is

AI ∈ K such that AI ⊆ I, AI ∼= A, and B =
⋃
{AI | I is a rational interval}. B

will be denoted as Am.

The following is lemma 6.1 from [ARS]. The proof that we give is a detailed

elaboration of the proof given there.

Theorem 1.11. Assume (MAℵ1). Then:

1. If A,B ∈ KH , A � B, and B � A, then A ∼= B. (Hence � is a partial

ordering of KH/ ∼=).

2. If A ∈ KH , then A is isomorphic to every non-empty open interval of A.
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3. Let {Ai | i < α ≤ ω} ⊆ KH . Then (a) all shuffles of {Ai | i < α} are

isomorphic and belong to KH . (b) Suppose C ∈ KH ; if B is a shuffle of

{Ai | i < α}, and for every i < α, Ai � C, then B � C. In particular, if all

the Ai’s are isomorphic to some fixed A, then every shuffle of {Ai | i < α}

is isomorphic to A.

4. If A ∈ K and B1, B2 are mixing of A, then B1
∼= B2, and B1 ∈ KH . If

C ∈ KH and A � C, then B1 � C. In particular if A ∈ KH , then A ∼= B1.

5. If A ∈ K, and for every B ∈ K, A � B, then A ∈ KH .

6. If for every A,B ∈ K A � B, then BA holds.

7. If |KH/ ∼= | = 1, then BA holds.

Proof. Recall that for A ∈ K, GA is the set of automorphisms of 〈A,<〉 induced

by φA.

1. Let f : A → B, and g : B → A be OP functions. Let P = {h : A → B) | h

is finite, OP, and if 〈a, b〉 ∈ h, then there is g′ ∈ GB such that 〈f(a), b〉 ∈ g′,

or there is f ′ ∈ GA such that 〈a, g(b)〉 ∈ f ′}. As done before, P is c.c.c and

if G is a generic filter over P then
⋃
{f | f ∈ G} is an onto and OP function

from A to B.

2. Let I be an interval of A. Then there is G′ ⊆ GA, such that for every a ∈ A,

and b1, b2 ∈ I where b1 < b2, there is g′ ∈ G′ such that g′(a) ∈ A ∩ (b1, b2).

Clearly G′ is countable. So by 1.3 (1), A � I. It is obvious that I � A, so

by 1.3 (1), A ∼= I.

3. Let B0, B1 be shuffles of {Ai | i < α}. Let b ∈ B0, and b1, b2 ∈ B1, b1 < b2.

Then there is i < α such that b ∈ Ai. As Ai is dense in B1, there are
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a1 < a2 ∈ Ai, such that b1 ≤ a1 < a2 ≤ b2, and there is g ∈ GAi such that

g(b) ∈ (a1, a2). So B, B′, and
⋃
i<αG

Ai , meet the conditions of 1.3 (1),

and as the case is symmetrical, the conditions of case 1.3 (2) are met, hence

B ∼= B′.

To see that B ∈ KH , for every a0, b0 ∈ B, Let P = {f : B → B | f is finite,

OP, 〈a0, b0〉 ∈ f and for every other 〈a, b〉 ∈ f there is i < α and g ∈ GAi

such that 〈a, b〉 ∈ g}. As
⋃
i<αG

Ai is a countable collection, P is c.c.c and

if G is a generic filter over P , then
⋃
{f | f ∈ G} is an automorphism of B

which puts a0 in b0. Hence, B ∈ KH .

Let C ∈ KH be such that for every i < α Ai � C. Let fi : Ai → C be

OP. Then for every b ∈ B there is i < α such that b ∈ Ai, and for every

c1, c2 ∈ C ∩ (
⋃
i<α Rng(fi)) there is g ∈ GC such that g(fi(b)) ∈ C ∩ (c1, c2).

So the conditions of 1.3 (1) are met and B � C. Suppose there is A ∈ K

such that for every i < α Ai ∼= A. Then B � A. As A � Ai, then A � B,

hence by (1) A ∼= B.

4. Let B1, B2 be mixing of A. for every rational interval I, let AI , A′I ⊆ I, such

that AI ∼= A, A′I ∼= A, and such that
⋃
{AI | I is a rational interval} = B1,

and
⋃
{A′I | I is a rational interval} = B2.

For every rational interval I, let fI : AI → A be an OP function, let f ′I :

A′I → A be an OP function, let F = {fI | I is a rational interval} ∪ {f−1
I | I

is a rational interval}, and let F ′ = {fI | I is a rational interval} ∪ {f−1
I | I

is a rational interval}. Recall that a composition of OP functions in an OP

function.

Let a ∈ B1, and b, b′ ∈ B2, b < b′. Then there is a rational interval I,

such that a ∈ AI , and there is a rational interval J such that J ⊆ (b, b′).

Then f ′J
−1(fI(a)) ∈ (b, b′). So conditions 1.3 (1) are met, and because of
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symmetric reasons, conditions 1.3 (2) are met, hence B1
∼= B2.

We will show that B1 ∈ KH . Let a0, b0 ∈ B1, and Let P = {f : B1 → B1 | f

is finite, OP, 〈a0, b0〉 ∈ f and for every other 〈a, b〉 ∈ f there is i < α and

g, h ∈ F such that 〈a, b〉 ∈ g−1◦h}. As before P is c.c.c and if G is a generic

filter over B1 then
⋃
{f | f ∈ G} is an automorphism of B1 which puts a in

b. Hence, B1 ∈ KH .

Let C ∈ KH such that A � C. let f : A → C be a 1-1 and OP function.

Let b ∈ B, and let c1 < c2 ∈ C ∩Rng(f). There is a rational interval I, such

that b ∈ AI , so let fI : AI → A, and let GA be the set of automorphisms of

A induced by φA, then there is g ∈ GA such that (f ◦ g ◦ fI)(a) ∈ (c1, c2).

so conditions 1.3 (1) are met so B � C ∩ Rng(f), hence B � C.

Suppose C = A, then B � A, and as B =
⋃
AI , where A ∼= AI , then A � B;

thus, by (1), A ∼= B.

5. Let A ∈ K be such that for every B ∈ K A � B.

For every I ∈ φA, as I ∈ K, then A � I and every two intervals of A are

isomorphic, so GA is defined well. Now for a0, b0 ∈ A, let P = {f : A→ A)|f

is finite, OP, 〈a0, b0〉 ∈ f and for every 〈a, b〉 ∈ f there is g ∈ GA such that

〈a, b〉 ∈ g}. Then as before P is c.c.c. Hence if G is a generic filter over

A, then
⋃
{f | f ∈ G} is an automorphism of A which puts a in b. Hence,

A ∈ KH .

6. If for every A,B ∈ K, A � B, then by (5) A,B ∈ KH , and then by (1)

A ∼= B. Thus for every A,B ∈ K, A ∼= B so BA holds.

7. Suppose |KH/ ∼= | = 1. We will see that for every A,B ∈ K, A � B; then

by (6), BA holds.



10

For every A ∈ K let Am be a mixing of A. Let A,B ∈ K, and let Bj be a

non empty interval of B. Then by (4) Am, Bm
j ∈ KH . As |KH/ ∼= | = 1,

Am ∼= Bm
j , and A � Am. So there is an OP function gBj : A → Bm

j .

By definition of Bm
j , let Bm

j =
⋃
i∈ω B

i
j , where for every i, Bi ∼= Bj . Let

gi : Bi → Bj be the isomorphism between the two sets. Let hBj ,i = g−1
i ◦gBj .

Then hBj ,i : A→ Bj is an OP function. As A, B, and {hBj ,i | i, j < ω} meet

case 1.3 (1), A � B, as required. 1.11

We will end this section with a surprising result of lemma 1.3 given by [ARS]

Definition 1.12. For A ∈ KH , we say that A is n-homogeneous if for every

a1, · · · , an, b1, · · · , bn ∈ A such that a1 < · · · < an, and b1 < · · · < bn , there is an

automorphism f of 〈A,<〉 such that f(a1) = b1, · · · , f(an) = bn.

Note that, if A ∈ KH is 2-homogeneous, then every two intervals of A are

isomorphic.

Theorem 1.13. Assume MAℵ1, and let n < ω. Then every A ∈ KH is n-

homogeneous.

Proof. For every a1 < · · · < an, b1 < · · · < bn ∈ A, let P be the following poset:

P = {f : A → B | f is finite, OP, 〈a1, b1〉 , · · · , 〈an, bn〉 ∈ f , and for every other

〈a, a′〉 ∈ f there is g ∈ G′ such that 〈a, a′〉 ∈ G}.

As in lemma 1.3, P is c.c.c, and for every a ∈ A, Da = {f | a ∈ Dom(f)}, and

Da = {f | a ∈ Rng(f)} are dense. Hence, assuming MAℵ1 , there is generic filter

over P , G, such that
⋃
{f | f ∈ G} is an automorphism on A, that puts a1 in b1 ,

· · ·, an in bn.
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1.2 Finding non-isomorphic sets of K

We use lemma 9.9 from [ARS] as an example of a way to find sets of K which are

not necessarily isomorphic. This lemma is presented in a way that will suit the

needs of this work.

Lemma 1.14. (CH) For κ ≤ ℵ0 let {A′i | i < κ} be a collection of sets of K

(not necessarily disjoint), and let λ < 2ℵ0. For every i < λ let Ai ∈ K, where

Ai = {a(i, α) | α < ℵ1} is a 1-1 standard enumeration of Ai. Then there are

pairwise disjoint {B′i | i < k} ⊆ K such that:

1. For every i < k, B′i ⊆ A′i, and B′i is dense in A′i.

2. For every i < k, B′i ⊥ (B′i)
∗, and for every i 6= j, B′i⊥⊥B′j.

3. There is a club C ⊆ ℵ1, such that for every i < λ, let Bi = {a(i, α) | α ∈ C}

be a subset of Ai; then for each i < λ, Bi ∈ K and is dense in Ai, and for

every i < λ, j < ω, Bi⊥⊥B′j.

Proof. For every i < κ let {a(λ + i, α) | α < ℵ1} be a 1-1 standard enumeration

of A′i. let h : (λ + κ) × ℵ1 → ℵ1 be defined as h(i, α) = a(i, α). Let R =

{〈i, α, β〉 | a(i, α) < a(i, β)}, and let M = 〈λ+ κ,<, h,R〉. We can also assume,

for later use, that M contains an enumeration of the rational intervals.

For any N ≺M , if |N | ∩ ℵ1 = α, denote N as Nα. Let CM
def
= {α |Nα ≺M}.

CM is closed unbounded, and will be denoted through the entire work as the club

of the elementary substructures of M . For every α, β ∈ CM where α < β, [α, β)

will be denoted as a CM -slice. Note that CM forms a partition over ℵ1, which is

the collection of CM -slices denoted as EC ; let {ECα | α < ℵ1} be its enumeration

in an increasing order, where {α | α < min(C)} is regarded as EC0 .

Let D ⊆ ℵ1 be a club such that |ℵ1\D| = ℵ1. Let {D′i | i < κ} be a partition of

|ℵ1\D|, where |D′i| = ℵ1 for every i < κ. Let C =
⋃
{ECα | α ∈ D}, and for every
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i < λ, let Bi = {a(i, α) | α ∈ C}. Clearly, C is a club. We will see that Bi is a

member of K and dense in Ai.

For every a1, a2 ∈ Bi where a1 < a2, let a1 = a(i, α1), a2 = a(i, α2), and let

N0 ≺ M be a model such that h(i, α1), h(i, α2) ∈ N0 (meaning a1, a2 ∈ N0). Let

γ = N0 ∩ ℵ1. As A ∈ K, the following sentence is valid in M :

ϕ ≡ (∀x∃y > x)(h(i, α1) < h(i, y) < h(i, α2)).

Let j : ω1 → ω1 be an increasing function. For every CM slice ECα , let Nj(α)

denote the elementary substructure of M such that ECα is the last CM slice in

it. so ϕ is valid in every Nj(α), where α > γ. As such, in every Nj(α), there are

unbounded many β’s, that for each β h(i, α1) < h(i, β) < h(i, α2). Hence there is

β ∈ ECα , such that a(i, β) ∈ Bi, and a1 < a(i, β) < a2. As there are uncountable

many such CM slices, (a1, a2) contains ℵ1 members of Bi. Same argument also

holds to show that Bi has no first or last element, hence Bi ∈ K, and as this

argument holds for any a1 < a2 in A, Bi is dense in Ai as well.

Now for each i < κ, we will find B′i ⊆ A′i such that the B′i’s are members of

K, pairwise disjoint, and have the following properties:

1. If a(λ+ κ, α) ∈ B′i, then α ∈
⋃
{ECγ | γ ∈ D′i}.

2. If a(λ + κ, α), a(λ + κ, β) ∈ B′i and are distinct, then EC(a(λ + κ, α)) 6=

EC(a(λ+ κ, β)).

3. For every i < κ, B′i ∈ K and dense in A′i.

We define {B′i | i < κ} by induction on ℵ1. Let φ be the countable base for the

topology on
⋃
i<κA

′
i (see Definition 1.6). Suppose φ = {Ij | j < ω}. For i < κ and

a limit ordinal δ, let B′i(δ) =
⋃
α<δ B

′
i(α). Suppose we have defined B′i(α), and
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B′l(α+ 1) for every l < i. For B′i(α+ 1) we pick an element aj from every interval

Ij , j < ω, where Ij ∩ A′i 6= ∅, such that aj has not been picked before, and such

that if aj = a(λ + i, β), then β ∈ ECγ , where γ ∈ D′i, and no other element from

ECγ was yet picked. As so far we have picked only a countable elements from every

Ij , and as D′i is unbounded, we are free to pick such aj . For every i < κ we define

B′i =
⋃
α<ℵ1 B

′
i(α). Then the B′i’s are pairwise disjoint and satisfy the required

conditions.

Suppose by contradiction that for i < λ, j < κ, f ⊆ B′j ×Bi is an uncountable

monotonic function (either OP or OR). Let F be the closure of f . For simplicity

we will treat B′j , Bi as elements of ℵ1, where ≤ will be the ordinal order on ℵ1,

and � will denote the linear order on ℵ1 induced by the reals. We will see that

for every a, b < ℵ1, |F (a)| ≤ 3, and |F−1(b)| ≤ 3. Let 〈a, b〉 ∈ f , and suppose that

for some b ≺ b0, there is 〈a, b0〉 ∈ F . We will see that there is no 〈a, b1〉 ∈ F such

that b ≺ b0 ≺ b1.

Suppose there was such 〈a, b1〉 ∈ F . Then as 〈a, b0〉 ∈ F , there is 〈a′0, b′0〉 ∈ f

such that b ≺ b′0 ≺ b1, and as f is OP then a ≺ a′0. Now as 〈a, b1〉 ∈ F , there is a

series {
〈
ai, bi

〉
∈ f | i < ω} that converges to 〈a, b1〉; So start with a certain i < ω,

for j > i, b′0 ≺ bj . so as f is OP, then it is also that a′0 ≺ aj , a contradiction, as

then {
〈
ai, bi

〉
∈ f | i < ω} does not converge to 〈a, b1〉.

Hence there is only one point in F of the type 〈a, b0〉 such that b ≺ b0. From

symmetrical reasons, there is only one point in F of the type 〈a, b1〉 such that

b1 ≺ b. So |F (a)| ≤ 3. In the same way it shows that |F−1(b)| ≤ 3 for any b < ℵ1.

If f is an OR function then it is shown in the very same way.

Now ,assuming M contains all rational intervals as well, let d ∈ |M | be such

that F is definable from d. Let γ0 < ℵ1 be such that for every γ ≥ γ0, if γ ∈ C,

then there is N ≺ M such that d ∈ |N | and |N | ∩ ℵ1 = γ. Let 〈a, b〉 ∈ f , where
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a = h(i, α), b = h(λ + j, β), and γ0 ≤ α, β. We can assume that α ≤ β as it will

not matter. By the definition of B′j and C, α and β are in different EC slices,

so there is γ ∈ C such that α < γ ≤ β. Let N ≺ M be such that d ∈ |N | and

|N | ∩ ℵ1 = γ. Hence α ∈ |N |, where β 6∈ |N |, and F is definable from d in |N |.

Now, as |F (α)| ≤ 3, then all the elements b < ℵ1 for which F (α) = b are in |N |, a

contradiction; as β is such an element and β 6∈ |N |. Thus for every i < λ, j < κ,

B′j⊥⊥B′i.

As for every i, j ∈ κ, i 6= j, and for every a ∈ B′j , b ∈ B′i where a = h(λ+ j, α)

and b = h(λ+ i, β), α and β are in separated EC slices, the same argument shows

that B′i⊥⊥B′j . Last, as for every i ∈ κ, and a, b ∈ B′i where a = h(λ + i, α) and

b = h(λ+i, β), α and β are also in a separated EC slices, we use the same argument

to show that B′i ⊥ (B′i)
∗.
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2 Isomorphism forcings

The following is mostly chapter 9 from [ARS] In which the Isomorphism forcing

(also known as the BA-forcing) is discussed. The intricate details of the Isomor-

phism forcing are essential for this work. The theorems which are discussed here

are theorems 9.1, 9.2, and lemma 9.6, all from [ARS].

The axiom BA is ”Every two members of K are order isomorphic”. Baum-

gartner [B] showed that BA is consistent with ZFC, and the way of proof in [B]

also showed that BA is consistent with MAℵ1 . This suggested that maybe MAℵ1

already implies BA. The negative answer to this question was found by Shelah.

Using two techniques he invented: the club method, which is explained in this sec-

tion, and the explicit contradiction method (see section 4.2), Shelah [AS] proved

that MAℵ1 is consistent with an entangled set (as defined in [AS]), thus showing

that MAℵ1 does not imply BA. Abraham [AS] then found another way to refute

BA, by using the club method to construct a universe which satisfies MAℵ1 , and

in which there is a set A ∈ K, such that A is not isomorphic to A∗.

In this section we will use the club method to prove that BA is consistent with

ZFC. The proof is the same proof of Theorem 9.1 from [ARS], to which we have

added an elaborated explanation of the club method. Theorem 2.3 (Theorem 9.2

from [ARS]) is a variation of 2.1, dealing with order isomorphism between shuffles

of sets of K. Lemma 2.4 (lemma 9.6 from [ARS]), denoted as the Isomorphism-

Farness Lemma, is another variation of 2.1, and it shows how to force two members

of K to become isomorphic, while keeping other members of K far from each other.

This lemma will be followed by a discussion which will show some results which

are developed from the Isomorphism-Farness Lemma.

Note that in the following, CH is assumed, and as a result of that, the contin-

uum is ℵ2 in a universe which satisfies BA. However section 5 of [ARS] shows how
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to satisfy BA with the continuum enlarged beyond ℵ2. A different axiom, denoted

as A1, is assumed as a substitute of CH. In this work I have chosen to stay with

the assumption of CH.

2.1 The Isomorphism forcing

The Isomorphism forcing, or the BA-forcing, is an ℵ2-stages finite support iteration

of c.c.c forcing sets. We will focus on the successor stage of the BA-forcing, without

explaining the whole ℵ2 iteration; these are well known, and done by the method

of Solovey and Tenenbaum [ST]. Hence, given A,B ∈ K, we construct a forcing

set PA,B which makes A, and B isomorphic.

Let E be a partition of ℵ1, and σ ⊆ ℵ1 ×ℵ1. We define the graph GEσ. The set

of vertices of the graph V Eσ is {E ∈ E | (∃a, b)(〈a, b〉 ∈ σ, and (a ∈ E or b ∈ E))}.

The set of edges is σ, and E1, E2 which belong to V Eσ are connected by 〈a, b〉 ∈ σ,

if a ∈ E1, and b ∈ E2 or b ∈ E1, and a ∈ E2. When E is fixed and σ varies, we

denote GEσ, and V Eσ by Gσ, and Vσ respectively.

We say that a graph G is cycle free if it does not contain cycles, i.e. it does

not contain a sequence of vertices a1, · · · , an and a set of distinct edges e1, · · · , en

such that ei connects ai and ai+1, and en connects an and a1. Let C ⊆ ℵ1 be a

club, let EC denote the set of C-slices (that is, the partition induced by C on ℵ1),

and let {ECi | i < ℵ1} be an enumeration of EC in an increasing order. We regard

the set E = {α | α < min(C)} as a C-slice, hence E = EC0 . ECi , and ECj are near,

if for some n ∈ ω, i+ n = j, or j + n = i.

Let α ∈ ℵ1. EC(α) denotes the member of EC to which α belongs. EC(α) is

abbreviated by E(α) when C is fixed.
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Let ≺ be a linear ordering of a subset of ℵ1, C ⊆ ℵ1 be a club, and A,B ⊆ ℵ1.

We define P = P (C,≺, A,B):

P = {f : A→ B | f is a finite OP function with respect to ≺, GCf is cycle free,

and if f(a) = b then EC(a), and EC(b) are near}.

f ≤ g if f ⊆ g.

Theorem 2.1. (CH)

Let A,B ∈ K, and M be a model such that |M | ⊇ ℵ1. Assume that there is a

linear ordering ≺ on ℵ1 definable in M such that 〈ℵ1,�〉 is embeddable in 〈<, <〉,

and 〈A ∪B,<〉 is embeddable in 〈ℵ1,≺〉. We can assume that A,B ⊆ ℵ1, and

ℵ1 and the usual linear ordering < of ℵ1 are definable in M . Let C be the club

of elementary substructures of M , and suppose further that for every C-slice, E,

〈A ∩ E,≺〉 and 〈B ∩ E,≺〉 are dense in 〈A,≺〉 and 〈B,≺〉 respectively. Then: (a)

P = P (C,≺, A,B) is c.c.c; and (b) 
P A ∼= B.

Proof. (b) Let f ∈ P and let a ∈ A\Dom(f). We show that there is g ≥ f such

that a ∈ Dom(g).

Vf is finite, hence there is a C-slice E such that E 6∈ Vf , E 6= E(a), and E

and E(a) are near. Since B is dense in itself and B ∩ E is dense in B, there is

b ∈ B ∩E such that g
def
= f ∪ {〈a, b〉} is OP. By the choice of E, g ∈ P , hence g is

as required. Similarly if b ∈ B\Rng(f), then there is g ∈ P such that b ∈ Rng(g).

Now let G be a P -generic filter. Then
⋃
G is an onto, and OP function from A

into B. That proves (b).

(a) If V and W are sets of pairs of real numbers we say that 〈V,W 〉 is OP if for

every 〈v0, v1〉 ∈ V , and 〈w0, w1〉 ∈W , {〈v0, v1〉 , 〈w0, w1〉} is OP, that is v0 < w0 ↔

v1 < w1. Analogously we define the notion 〈V,W 〉 is order reversing (OR). Note

that if Ui, i = 0, · · · , 3, are pairwise disjoint intervals, then 〈U0 × U1, U2 × U3〉 is
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either OP or OR.

Let {fα | α < ℵ1} = F0 ⊆ P . We uniformize F0 as much as possible. We thus

assume that there is n ∈ ω such that for every f ∈ F0, |f | = n. We can assume

that F0 is a ∆-system, and that it suffices to deal with the case when the kernel

of F0 is empty. Hence let us assume that

fα = {〈a(α, 0), a(α, 1)〉 , · · · , 〈a(α, 2n− 2), a(α, 2n− 1)〉}

where the a(α, 2i)’s are distinct, and if α < β, c ∈ Dom(fα) ∪ Rng(fα) and

d ∈ Dom(fβ)∪Rng(fβ), then E(c) 6= E(d). This condition assures us that if fα∪fβ
is OP, then fα ∪ fβ ∈ P .

Last, we can assume that there are q0, · · · , qn, r0, · · · , rn ∈ Q, such that q0 <

, · · · , < qn, r0 <, · · · , < rn, and for every fα ∈ F0, and i < n, qi < a(α, 2i) < qi+1,

and ri < a(α, 2i + 1) < ri+1. This condition assures us that for every fα, fβ ∈

F0, if i, j < n, i 6= j, then {〈a(α, 2i), a(α, 2i+ 1)〉 , 〈a(β, 2j), a(β, 2j + 1)〉} is OP,

hence we need only to find two conditions fβ, fγ ∈ F0, such that for every i < n,

{〈a(β, 2i), a(β, 2i+ 1)〉 , 〈a(γ, 2i), a(γ, 2i+ 1)〉} is OP; then fβ ∪ fγ is OP.

Let a(α) = 〈a(α, 0), · · · , a(α, 2n− 1)〉, F1 = {a(α) | α < ℵ1}, and let F be

the topological closure of F1 in (〈ℵ1,≺〉)2n. It will be convenient (however not

necessary) to assume that all the a(α, i)’s are distinct, hence we assume that

A ∩B = ∅.

Let D ∈ |M | be such that F is definable from D in M , and there is some

countable open base of 〈ℵ1,≺〉 consisting of intervals whose elements are definable

from D in M . Let γ0 ∈ C be such that C ∩ [γ0,ℵ1) ⊆ {α | (∃N ≺M)(D ∈ |N | and

|N | ∩ ℵ1 = α}. Let fα = f be such that for every i < 2n, γ0 ≤ a(α, i). We denote

a(α, i) by a(i), a(α) = a, and W = Dom(fα) ∪ Rng(fα).

Let E0, · · · , Ek−1 be the set of C-slices which intersect W , arranged in an
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increasing order. Let x = 〈x(0), · · · , x(2n− 1)〉 be a sequence of variables. For

every s < k, let Rs = {i | a(i) ∈ Es}, as = a � Rs and xs = x � RS . Hence⋃
s<k as = a and

⋃
s<k xs = x.

We are now ready for the duplication argument. We define by a downward in-

duction on s = k, · · · , 0 formulas ϕs(x0, · · · , xs−1) such that M |= ϕs[a0, · · · , as−1].

Let

ϕk ≡
⋃
s<k

xs ∈ F.

Then M |= ϕk[a0, · · · , ak−1].

Suppose ϕs+1 has been defined, and we define ϕs.

LetQxϕ(x) mean: ”there are unboundedly many pairwise disjoint x’s satisfying

ϕ(x)”. For a set S, and an element t, let B(S, t) mean: ”for every s ∈ S, t < s”.

Using the fact that E0, · · · , Ek−1 are arranged in an increasing order, there is

δ ∈ C such that for every i ∈ Rs−1, and j ∈ Rs, a(i) < δ < a(j). Let Nδ ≺ M be

such that |Nδ| ∩ ℵ1 = δ. Then for every b ∈ Nδ,

M |= (∃xs)B(xs, b) ∧ ϕs+1(a0, · · · , as−1, xs).

.

As Nδ ≺M , then for every b ∈ Nδ

Nδ |= (∃xs)B(xs, b) ∧ ϕs+1(a0, · · · , as−1, xs).

.

Hence,

Nδ |= Q(xs)ϕs+1(a0, · · · , as−1, xs),
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and again, as Nδ ≺M

M |= Q(xs)ϕs+1(a0, · · · , as−1, xs)

.

So the set As = {as |M |= ϕs+1(a0, · · · , as−1, as)} is unbounded, hence there

are a0
s, a

1
s ∈ As, such that a0

s ∩ a1
s = ∅, and

M |= (∃x0
s, x

1
s)

(
Rng(x0

s) ∩ Rng(x1
s) = ∅ ∧

1∧
l=0

ϕs+1(a0, · · · , as−1, x
l
s)

)
.

For every i ∈ Rs and l = 0, 1 let U li be an interval definable in D such that:

(1) the U li ’s are pairwise disjoint; (2) if s′ > s, i′ ∈ Rs′ , and l′ ∈ {0, 1}, then

U li ∩ U l
′
i′ = ∅; and (3)

M |= (∃x0
s, x

1
s)

(
1∧
l=0

(
xls ∈

∏
i∈Rs

U li

)
∧

1∧
l=0

ϕs+1(a0, · · · , as−1, x
l
s)

)
.

Let ϕs be the following formula:

ϕs ≡ (∃x0
s, x

1
s)

(
1∧
l=0

(
xls ∈

∏
i∈Rs

U li

)
∧

1∧
l=0

ϕs+1(a0, · · · , as−1, x
l
s)

)
.

We thus proved M |= ϕs for every s < k.

We prove that we can find for every s < k, l(s) ∈ {0, 1} such that for every

i < n; if 2i ∈ Rs, and 2i+ 1 ∈ Rt, then
〈
U
l(s)
2i × U

l(t)
2i+1, U

1−l(s)
2i × U1−l(t)

2i+1

〉
is OP.

Recall that: (1) The graph Gf has vertices E0, · · · , Ek−1. (2) The edges

of Gf are 〈a(0), a(1)〉 , · · · , 〈a(2n− 2), a(2n− 1)〉. (3) Es is connected to Et by
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〈a(2i), a(2i+ 1)〉 if a(2i) ∈ Es, and a(2i+1) ∈ Et, or a(2i) ∈ Et, and a(2i+1) ∈ Es.

(4) Gf is cycle free.

Let S ⊆ k be such that for every component T of Gf there is a unique s ∈ S

such that Es ∈ T . Let Sj = {s ∈ k | there is t ∈ S and a 1-1 path in Gf of length

j connecting Es with Et}.

Since Gf is cycle free, the Sj ’s are pairwise disjoint and moreover for every

s ∈ Sj+1 there is a unique edge in Gf which connects Et with some element of

{Es | s ∈ S}.

For every s ∈ S0 define l(s) = 0. Suppose l(s) has been defined for every

s ∈
⋃
m≤j Sm. Let t ∈ Sj+1; let 〈a(2i), a(2i+ 1)〉 be the unique edge connect-

ing Et to an element of {Es | s ∈ Sj}, and without loss of generality suppose

that s ∈ Sj , a(2i) ∈ Es, and a(2i + 1) ∈ Et. Define l(t) in such a way that〈
U
l(s)
2i × U

l(t)
2i+1, U

1−l(s)
2i × U1−l(t)

2i+1

〉
will be OP. We have defined l(s) for every s ∈ k,

and it is easy to check that {l(s) | s ∈ k} is as required.

Using the ϕi’s we will now construct two members of F . Since M |= ϕ0,

there is b00 such that M |= (b00 ∈
∏
i∈R0

U
l(0)
i ∧ ϕ1(b00)). Suppose b00, · · · , b0s−1 have

been defined in such way that M |= ϕs[b00, · · · , b0s−1]; hence by the definition of ϕs,

there is b0s such that M |= (b0s ∈
∏
i∈Rs U

l(s)
i ∧ ϕs+1(b00, · · · , b0s)). According to this

definition we obtain b00, · · · , b0k−1 such that
⋃
s<k b

0
s ∈ F (this is assured by ϕk) and

for every s < k, b0s ∈
∏
i∈Rs U

l(s)
i . Similarly we can define b1s, s < k, such that⋃

s<k b
1
s ∈ F and b1s ∈

∏
i∈Rs U

1−l(s)
i .

For l = 0, 1, let bl =
⋃
s<k b

l
s. So suppose bl =

〈
bl(0), · · · , bl(2n− 1)

〉
. By the

construction of the l(s)’s, for every i < n, {
〈
b0(2i), b0(2i+ 1)

〉
,
〈
b1(2i), b1(2i+ 1)

〉
}

is OP.

Since F = cl({a(α) | α < ℵ1}), there are β, γ such that for every s < k,

a(β) � Rs ∈
∏
i∈Rs U

l(s)
i and a(γ) � Rs ∈

∏
i∈Rs U

1−l(s)
i .
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Thus for every i < n, {〈a(β, 2i), a(β, 2i+ 1)〉 , 〈a(γ, 2i), a(γ, 2i+ 1)〉} is OP.

Hence fβ∪fγ is OP, and by the uniformization its graph is cycle free, so fβ∪fγ ∈ P ,

so P is c.c.c.

We now turn to discuss isomorphism between shuffles of sets of K. We will

concentrate only on the finite cases, although the following can be easily expanded

to ℵ0, and even ℵ1 cases.

Definition 2.2. Let {Ai | i < n}, and {Bi | i < n} be collections of sets of K ,

such that, for every i < n, Ai is dense in
⋃
i<nAi, and Bi is dense in

⋃
i<nBi.

We say that
⋃
i<nAi, and

⋃
i<nBi are shuffle-isomorphic if there is an onto

OP function f :
⋃
i<nAi →

⋃
i<nBi, such that for every i < n, f(Ai) = Bi. Let

fi
def
= f � Ai be the order isomorphism from Ai to Bi induced by f .

We will prove the following

Theorem 2.3. (CH)

Let A = {Ai | i < n}, and B = {Bi | i < n} be as in Definition 2.2. Then there

is an ℵ1 c.c.c forcing set P , such that 
P (A and B are shuffle isomorphic).

Proof. This proof is very similar to the proof of Theorem 2.1. We start from

a model M which universe is ℵ1, and which encodes A, B, and all the relevant

information. As before, we let C be the club of elementary substructures of M .

We define P = {f : A→ B |f is a finite OP function with respect to ≺, GCf is cycle

free, if f(a) = b then EC(a), and EC(b) are near, and for every i < n, f(Ai) ⊆ Bi,

and f−1(Bi) ⊆ Ai}. f ≤ g if f ⊆ g.

The proof that P is c.c.c is identical to the proof of Theorem 2.1. It is left to

see that forcing with P make A and B shuffle isomorphic.
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For every b ∈ A the set Db
def
= {f ∈ P | b ∈ Dom(f)} is dense, as for every

i < n, Ai is dense in A; and so is Db def
= {f ∈ P | b ∈ Rng(f)}. Hence, if G is

a P -generic filter, then
⋃
G is an onto OP function from A to B where for every

i < n, f(Ai) = Bi.

2.2 The Isomorphism-Farness Lemma

Suppose there are A,B,G,H ∈ K where G ⊥ H, and we want to find a forcing

set which will make A and B isomorphic, but G and H will continue to remain

far from each other. Lemma 2.4 states certain conditions which will insure that

G, and H remain far. We denote this lemma as the Isomorphism-Farness Lemma.

The discussion continues at section 2.3. We use Theorem 2.1 to define the required

forcing set; however, we will have to work harder in order to show the farness is

kept.

The following is a slightly less powerful version of lemma 9.6 from [ARS] (see

remark 2.5).

Lemma 2.4. (CH) Let γ < 2ℵ0 . For every i < γ, let Gi, Hi ∈ K such that

Gi ⊥ Hi. Let A,B ∈ K be such that for every i < δ, A⊥⊥Gi, and B⊥⊥Hi. Then

there is a c.c.c forcing set P of power ℵ1 such that 
P A ∼= B, and for every i < γ,


P Gi ⊥ Hi.

Remark 2.5. A set A ∈ K is increasing if there is no uncountable OR function

g with no fixed points such that Dom(g),Rng(g) ⊆ A. A is 2-entangled if there is

no such uncountable OP function as well.

The original lemma 9.6 from [ARS] also claimed that if Gi is increasing then


P” Gi is increasing”, and if Gi is 2-entangled then 
P” Gi is 2-entangled”. These
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claims are proved in a very similar way, as the following proof of this lemma.

Another difference from lemma 9.6 from [ARS] is that assuming a certain

axiom A1 instead of CH, one can obtain the lemma for γ < 2ℵ1 (see [ARS] section

5 for more about A1).

Proof. First we construct a model which encodes all the information we need. Let

h : A∪B → ℵ1 be a 1-1 function, and for every i < λ, let hi : A∪B∪Gi∪Hi → ℵ1 be

a 1-1 onto function containing h. Let M be the following model: (1)|M | = ℵ1 ∪ λ.

(2) M has a three-place relation R
def
= {〈i, α, β〉 | h−1

i (α) < h−1
i (β)}. We denote

α ≺i β to mean that 〈i, α, β〉 ∈ R. (3) M has unary predicates which represent

h(A), and h(B). (4) Finally, M has the binary relations SG = {〈i, α〉 | α ∈ Gi},

and SH = {〈i, α〉 | α ∈ Hi}.

Let α ≺0 β denote that h−1(α) < h−1(β), hence ≺0 is definable in M . Let C

be the club of the elementary substructures of M , and let P = P (C,≺0, A,B) be

defined as in 2.1. By 2.1, P is c.c.c, and it isomorphizes A and B.

We next show that for every i < λ, 
P Gi ⊥ Hi. Suppose by contradiction

there is i < λ, and p ∈ P , such that p 
P ¬(Gi ⊥ Hi).

We denote G = Gi, H = Hi, and ≺=≺i. By abuse of notation we assume

A ∪B ∪G ∪H = ℵ1. Let τ be a P -name such that p 
P ”τ is an uncountable OP

function and τ ⊆ G×H”. We can assume that p = 0.

Let {〈fα, 〈aα, bα〉〉 | α < ℵ1} be such that for every α, fα 
P 〈aα, bα〉 ∈ τ , and

if α 6= β then 〈aα, bα〉 6= 〈aβ, bβ〉.

We will reach a contradiction if we find α and β such that fα ∪ fβ ∈ P ,

but {〈aα, bα〉 , 〈aβ, bβ〉} is not OP. We uniformize {〈fα, 〈aα, bα〉〉 | α < ℵ1} as in

2.1, hence we denote fα = {〈a(α, 0), a(α, 1)〉 , · · · , 〈a(α, 2n− 2), a(α, 2n− 1)〉}. We

can assume that all the a(α, i)’s are distinct. We also denote aα = a(α, 2n) and

bα = a(α, 2n+ 1).
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Let a(α) = 〈a(α, 0), · · · , a(α, 2n+ 1)〉, F1 = {a(α) | α < ℵ1} and let F be the

closure of F1 in (〈ℵ1,≺〉)2n+2. We define D, γ0, a(i), a, W , etc, as in 2.1.

In the duplication argument we distinguish between two cases.

case 1. E(a(2n)) = E(a(2n + 1)). Let v be such that E(a(2n)) = Ev. We

define ϕs inductively as in 2.1, except for the case where s = v. Suppose ϕv+1 has

been defined. Recall that Qxϕ(x) mean: ”there are unboundedly many pairwise

disjoint x’s satisfying ϕ”.

M |= Q(xv) ((x(2n) ∈ G)∧. (x(2n+ 1) ∈ H)∧. ϕv+1(a0, · · · , av−1, xv)) .

Since G ⊥ H,

M |= (∃x0
v, x

1
v)(Rng(x0

v) ∩ Rng(x1
v) = ∅ ∧

∧1
l=0(xl2n ∈ G) ∧

∧1
l=0(xl2n+1 ∈ H)

∧({
〈
x0

2n, x
0
2n+1,

〉
,
〈
x1

2n, x
1
2n+1,

〉
} is OR) ∧

∧1
l=0 ϕv+1(a0, · · · , av−1, x

l
v)).

For every i ∈ Rv, and l = 0, 1, let U li be an interval definable from D such that

all the U li ’s so far defined are pairwise disjoint and

M |= (∃x0
v, x

1
v)(
∧1
l=0 x

l
v ∈

∏
i∈Rv U

l
i∧

{
〈
x0

2n, x
0
2n+1,

〉
,
〈
x1

2n, x
1
2n+1,

〉
} is OR ∧

∧1
l=0 ϕv+1(a0, · · · , av−1, x

l
v)).

Let ϕv(x0, · · · , xv−1) be the formula obtained from the above formula by sub-

stituting as by xs for every s < v.

As in 2.1, we can find for every s < k, l(s) ∈ {0, 1} such that for every i < n:

if 2i ∈ Rs, and 2i + 1 ∈ Rt, then
〈
U
l(s)
2i × U

l(t)
2i+1, U

1−l(s)
2i × U1−l(t)

2i+1

〉
is OP. We

continue as in 2.1 and find β, γ such that for every s < k

a(β) � Rs ∈
∏
i∈Rs U

l(s)
i and a(γ) � Rs ∈

∏
i∈Rs U

1−l(s)
i .

It follows that fβ ∪ fγ ∈ P . Since 〈aβ, bβ〉 ∈ U
l(v)
2n × U

l(v)
2n+1, and 〈aγ , bγ〉 ∈

U
1−l(v)
2n × U1−l(v)

2n+1 , it follows that {〈aβ, bβ〉 , 〈aγ , bγ〉} is OR. A contradiction.
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case 2. E(a(2n)) 6= E(a(2n+1)). Let E(a(2n)) = Ev, and E(a(2n+1)) = Ew.

case 2.1: Ev and Ew are not in the same component of Gf . In this case we

define ϕs, s ≤ k, exactly as in 2.1. Let S0 ⊆ k be a set such that v, w ∈ S0, and

for every component L of Gf , |S0∩{s |Es ∈ L}| = 1. We define Si, as in 2.1. Next

we define l(s) for every s ∈ S0. For every s ∈ S0\{w}, let l(s) = 0. We define l(w)

to be equal to 0 or 1 according to whether
〈
U0

2n × U0
2n+1, U

1
2n × U1

2n+1

〉
is OR or

OP. We now define l(s) for s ∈ Si by induction on i as in 2.1. Let β, γ < ℵ1 be

such that for every s < k

a(β) � Rs ∈
∏
i∈Rs U

l(s)
i and a(γ) � Rs ∈

∏
i∈Rs U

1−l(s)
i .

It it easy to see that fβ ∪ fγ ∈ P , and that {〈aβ, bβ〉 , 〈aγ , bγ〉} is OR. A

contradiction.

case 2.2: Ev and Ew are in the same component of Gf . Let v = v0, v1, · · · , vr =

w be such that Ev0 , · · · , Evr , is the unique path in Gf connecting Ev and Ew. By

the symmetry between the roles of A and B we can assume that Ev0 and Ev1 are

connected by 〈a(2j), a(2j + 1)〉 where a(2j) ∈ Ev0 and a(2j + 1) ∈ Ev1 . We define

ϕs for s < k inductively. ϕk is defined as in 2.1. If s 6= v, then ϕs is defined from

ϕs+1 as in 2.1. Suppose ϕv+1 has been defined, and we define ϕv; then

M |= Q(xv)(ϕv+1(a0, · · · , av−1, xv) ∧ x2j ∈ A ∧ x2n ∈ G).

Since A⊥⊥G,

M |= (∃x0,P
v , x1,P

v )(∧1
l=0ϕv+1(a0, · · · , av−1, x

l,P
v ) ∧ ({

〈
x0,P

2j , x
0,P
2n

〉
,
〈
x1,P

2j , x
1,P
2n

〉
} is

OP )), and

M |= (∃x0,R
v , x1,R

v )(∧1
l=0ϕv+1(a0, · · · , av−1, x

l,R
v ) ∧ ({

〈
x0,R

2j , x
0,R
2n

〉
,
〈
x1,R

2j , x
1,R
2n

〉
} is

OR )).
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Let U l,Pi , U l,Ri , l = 0, 1, and i ∈ Rv be pairwise disjoint open intervals, disjoint

from previously defined l’s, definable fromD such that: (1)
〈
U0,P

2j × U
0,P
2n , U1,P

2j × U
1,P
2n

〉
is OP, and

〈
U0,R

2j × U
0,R
2n , U1,R

2j × U
1,R
2n

〉
is OR; and (2)

M |=
∧1
l=0 ∃x

l,P
v

(
xl,Pv ∈

∏
i∈Rv U

l,P
i ∧ ϕv+1(a0, · · · , av−1, x

l,P
v )
)

∧
∧1
l=0 ∃x

l,R
v

(
xl,Rv ∈

∏
i∈Rv U

l,R
i ∧ ϕv+1(a0, · · · , av−1, x

l,R
v )
)

.

Let ϕv be the formula obtained from the above formula by replacing each as,

s < v, by xs. This concludes the definition of the ϕs’s.

Our next goal is to define l(s) for every s < k. In fact we also have to decide

whether to use the U l,Pi ’s or the U l,Ri ’s. Let T = {s | Es and Ev are connected

in Gf}. We define l(s) for s ∈ k\T as in 2.1. Let Z be defined as follows. If〈
U
l(v1)
2j+1 × U

l(w)
2n+1, U

1−l(v1)
2j+1 × U1−l(w)

2n+1

〉
is OP, then Z = R, and if the above pair of

sets is OR, then Z = P . We denote each U l,Zi by U li and proceed in the definition

of l(s) as in 2.1. Let β and γ be such that for every s < k

a(β) � Rs ∈
∏
i∈Rs U

l(s)
i and a(γ) � Rs ∈

∏
i∈Rs U

1−l(s)
i .

By the proof of 2.1, fβ ∪ fγ ∈ P . We check that {〈aβ, bβ〉 , 〈aγ , bγ〉} is OR.

By the construction of l(s),
〈
U
l(v)
2j × U

l(v1)
2j+1, U

1−l(v)
2j × U1−l(v1)

2j+1

〉
is OP.〈

U
l(v)
2j × U

l(v)
2n , U

1−l(v)
2j × U1−l(v)

2n

〉
was chosen to be OR or OP according to

whether
〈
U
l(v1)
2j+1 × U

l(w)
2n+1, U

1−l(v1)
2j+1 × U1−l(w)

2n+1

〉
was OP or OR respectively. Since

the composition of an OP and an OR function is an OR function, it follows that〈
U
l(v)
2n × U

l(w)
2n+1, U

1−l(v)
2n × U1−l(w)

2n+1

〉
is OR.

Since 〈aβ, bβ〉 ∈ U
l(v)
2n ×U

l(w)
2n+1, and 〈aγ , bγ〉 ∈ U1−l(v)

2n ×U1−l(w)
2n+1 , it follows that

{〈aβ, bβ〉 , 〈aγ , bγ〉} is OR. Hence we reach a contradiction again.
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2.3 More about the Isomorphism-Farness Lemma

Lemma 2.4 has presented tools which can be used to handle questions regarding

keeping farness of sets, while making other sets isomorphic. In this section we will

look more closely at these tools, and try to present them in a way which will be

easy to use later on. We will end this section with lemma 2.9 which is an example

of how these tools can be used to elaborate the Isomorphism-Farness lemma. We

start with a generalization of case 1 in lemma 2.4

Claim 2.6. (CH) Suppose that there are B,C ∈ K, where B ⊥ C, and there

are A,A′ ∈ K, that we use BA-forcing (see theorem 2.1) to make A, and A′

isomorphic. Suppose that in the process of the proof of theorem 2.1, Es is an

E-slice such that there are a(i), a(j) ∈ Es, where a(i) ∈ B, and a(j) ∈ C.

Then we can make the conditions fβ, fγ ∈ F1, that were found as a result of

Theorem 2.1, and such that fβ ∪ fγ ∈ P , to have the ability that

{〈f(β, i), f(β, j)〉 , 〈f(γ, i), f(γ, j)〉} is OR.

Note that, as Gf is cycle free, and a(i), a(j) ∈ Es, then 〈a(i), (a(j)〉, and

〈a(j), (a(i)〉 are NOT edges in Gf .

Proof. We start making A and A′ isomorphic by 2.1. Suppose we are in the dupli-

cation process, had just defined ϕs+1, and are about to define ϕs. As a(i), a(j) ∈

Es, it follows that i, j ∈ Rs. Suppose a(i) ∈ B, and a(j) ∈ C, then

M c |= Q(xs)(ϕs+1(a0, · · · , av−1, xs) ∧ xi ∈ B ∧ xj ∈ C).

As B ⊥ C, there is no uncountable OP function between B and C, so

M c |= (∃x0
s, x

1
s)

 ∧
l=0,1

ϕs+1(a0, · · · , as−1, x
l
s) ∧ ({

〈
x0
i , x

0
j

〉
,
〈
x1
i , x

1
j

〉
} is OR)

 .
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Hence we choose {U lt | l ∈ {0, 1}, t ∈ Rs} pairwise disjoint open intervals,

disjoint from the previously defined l’s, definable from D, such that for the specific

i, j ∈ Rs:
〈
U0
i × U0

j , U
1
i × U1

j

〉
is OR.

Then let ϕs be the following formula:

ϕs ≡
∧
l=0,1

∃xls

(
xls ∈

∏
t∈Rs

U lt ∧. ϕs+1(a0, · · · , aw−1, x
l
s)

)
.

When we define l(t) for every t < k, it does not matter whether l(s) = 0, or

l(s) = 1, as
〈
U
l(s)
i × U l(s)j , U

1−l(s)
i × U1−l(s)

j

〉
is OR. Hence when choosing β and

γ such that for every t < k

a(β) � Rt ∈
∏
i∈Rt

U
l(t)
i and a(γ) � Rt ∈

∏
i∈Rt

U
1−l(t)
i ,

and picking fβ, fγ ∈ F1 close to a(β), a(γ) respectively, then fβ ∪ fγ ∈ P , and

{〈f(β, i), f(β, j)〉, 〈f(γ, i), f(γ, j)〉} is OR. .

If indeed we follow the above claim and choose such {U lt | l ∈ {0, 1}, t ∈ Rs},

such that for the specific i, j ∈ Rs:
〈
U0
i × U0

j , U
1
i × U1

j

〉
is OR, we say that {U lt |l ∈

{0, 1} , t ∈ Rs} is {i, j}-OR.

Suppose now that B,C ∈ K, B ⊥ C∗, and we want to make some A,A′ ∈ K

isomorphic. Suppose that a(i) ∈ B, a(j) ∈ C, and a(i), a(j) ∈ Es. We follow

the above claim, using the fact that B ⊥ C∗, and we can choose {U lt | l ∈ {0, 1} ,

t ∈ Rs}, such that for the specific i, j ∈ Rs:
〈
U0
i × U0

j , U
1
i × U1

j

〉
is OP. So we can

find fβ, fγ ∈ F1, such that fβ ∪ fγ ∈ P , and {〈f(β, i), f(β, j)〉, 〈f(γ, i), f(γ, j)〉} is

OP. In this case we will say that {U lt | l ∈ {0, 1}, t ∈ Rs} is {i, j}-OP .

Now suppose that there are B,C ∈ K, B⊥⊥C, and we want to make some

A,A′ ∈ K isomorphic. Suppose that a(i) ∈ B, a(j) ∈ C, and a(i), a(j) ∈ Es.

Then, as in case 2.2 of lemma 2.4, we can choose two sets of such open intervals. one



30

set, {U l,Pt |l ∈ {0, 1}, t ∈ Rs} is {i, j}-OP, and another set {U l,Rt |l ∈ {0, 1}, t ∈ Rs}

which is {i, j}-OR. Then we can choose conditions fβ, fγ ∈ F1 in which fβ∪fγ ∈ P ,

and {〈f(β, i), f(β, j)〉 , 〈f(γ, i), f(γ, j)〉} is OP, and conditions fδ, fε ∈ F1 in which

fδ ∪ fε ∈ P , and {〈f(δ, i), f(δ, j)〉, 〈f(ε, i), f(ε, j)〉} is OR.

Note that there are cases when we can make fβ, fγ ∈ F1 such that fβ ∪fγ ∈ P ,

and such that for some i, j, {〈f(β, i), f(β, j)〉 , 〈f(γ, i), f(γ, j)〉} is OR, and for some

g, h, {〈f(β, g), f(β, h)〉 , 〈f(γ, g), f(γ, h)〉} is OP (or OR as well). For example, if

Et is another E-slice, different from Es, then there might be some a(g), a(h) ∈ Et

such that there are G,H ∈ K, where G ⊥ H, and a(g) ∈ G, a(h) ∈ H. Then we

can choose a set of open intervals {U le | l ∈ {0, 1}, e ∈ Rs} which is {i, j}-OR, and

a set of open intervals {U le | l ∈ {0, 1}, e ∈ Rt} which is {g, h}-OR; then such fβ, fγ

can be created.

Suppose now that there are j, k, that are not necessarily in the same E-slice.

We want to see when {〈f(β, j), f(β, k)〉, 〈f(γ, j), f(γ, k)〉} is OP.

Claim 2.7. Let 〈a0, b0〉, 〈a1, b1〉, and 〈c0, c1〉 be pairs of elements of <. Then

{〈a0, c0〉 , 〈a1, c1〉} is OP if and only if {〈a0, b0〉 , 〈a1, b1〉} is of the same nature

(either OP, or OR) as {〈b0, c0〉 , 〈b1, c1〉}.

Proof. Obvious.

We will say that {〈a0, c0〉 , 〈a1, c1〉} is a composition of {〈a0, b0〉 , 〈a1, b1〉}, and

{〈b0, c0〉 , 〈b1, c1〉}. It is easy to see that a composition of an odd number of OR

pairs yields an OR pair, and a composition of an even number of OR pairs yields

an OP pair.

Suppose now, we want to make some A,A′ ∈ K isomorphic via Theorem 2.1.

In the proof, let Ev0 , · · · , Evr be the unique path in Gf , such that a(j) ∈ Ev0 ,

and a(k) ∈ Evr . For every i < r, let 〈a(ηi), a(µi+1)〉 denote the edge in Gf which
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connects E(vi) with E(vi+1). Suppose a(j) = a(η0), and a(k) = a(µr).

Theorem 2.8. 1. Let S be a subset of {1, · · · , r − 1}. Suppose that for every

i ∈ S, in creating ϕvi, we can construct a set of intervals {U lt | l ∈ {0, 1},

t ∈ Rvi} which is {ηi, µi}-OR, and for every i 6∈ S, we can construct a set

of intervals {U lt | l ∈ {0, 1}, t ∈ Rvi} which is {ηi, µi}-OP.

Then if |S| is even, we can make the conditions fβ, fγ ∈ F1, that were found

as a result of Theorem 2.1, and such that fβ ∪ fγ ∈ P , to be such that

{〈f(β, j), f(β, k)〉 , 〈f(γ, j), f(γ, k)〉} is OP,

and if |S| is odd, we can make these conditions to be such that

{〈f(β, j), f(β, k)〉 , 〈f(γ, j), f(γ, k)〉} is OR.

2. Suppose there is i ∈ {1, · · · , r−1} such that in creating ϕvi, we can construct

a set of intervals {U l,Pt | l =∈ {0, 1}, t ∈ Rvi} which is {ηi, µi}-OP, and a

set of intervals {U l,Rt | l ∈ {0, 1}, t ∈ Rvi} which is {ηi, µi}-OR.

Then we can choose conditions fβ, fγ ∈ F1 that were found as a result of

Theorem 2.1, in which fβ ∪ fγ ∈ P , and

{〈f(β, j), f(β, k)〉 , 〈f(γ, j), f(γ, k)〉} is OP, and we can choose such condi-

tions fδ, fε ∈ F1 in which fδ∪fε ∈ P , and {〈f(δ, j), f(δ, k)〉, 〈f(ε, j), f(ε, k)〉}

is OR.

Proof. 1) Suppose fβ, and fγ were found by the above conditions. As the com-

position of even number of OR pairs is an OP pair, and the composition of odd

number of OR pairs is an OR pair, then {〈f(β, j), f(β, k)〉 , 〈f(γ, j), f(γ, k)〉} can

be OP, if there is an even number of OR pairs which compose them.

Suppose |S| is even, then as fβ∪fγ are OP, then for every i < r, {〈a(β, ηi), a(β, µi+1)〉,

〈a(γ, ηi), a(γ, µi+1)〉} is OP.
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Then the only pairs that can be OR are those of the sort {〈a(β, ηi), a(β, µi)〉,

〈a(γ, ηi), a(γ, µi)〉}; and {i | {〈a(β, ηi), a(β, µi)〉, 〈a(γ, ηi), a(γ, µi)〉} is OR } = S,

which is even, so {〈f(β, j), f(β, k)〉 , 〈f(γ, j), f(γ, k)〉} is OP.

The case were |S| is odd is proved in the same way.

2) Let fβ, fγ , be the conditions that were found using the set of intervals

which is {i, j}-OP, and let fδ, fε be the conditions that were found using the set

of intervals which is {i, j}-OR; we can make this to be the only difference in their

construction.

Then {〈a(β, η0), a(β, µi)〉, 〈a(γ, η0), a(γ, µi)〉} is OP, if and only if {〈a(δ, η0), a(δ, µi)〉,

〈a(ε, η0), a(ε, µi)〉} is OP; same, {〈a(β, ηi), a(β, µr)〉, 〈a(γ, ηi), a(γ, µr)〉} is OP, if

and only if {〈a(δ, ηi), a(δ, µr)〉, 〈a(ε, ηi), a(ε, µr)〉} is OP.

Hence, as the type of {〈a(β, η0), a(β, µr)〉, 〈a(γ, η0), a(γ, µr)〉} depends on the

composition of {〈a(β, η0), a(β, µi)〉, 〈a(γ, η0), a(γ, µi)〉}, {〈a(β, µi), a(β, ηi)〉, 〈a(γ, µi), a(γ, ηi)〉},

and {〈a(β, ηi), a(β, µr)〉, 〈a(γ, ηi), a(γ, µr)〉},

and same goes for {〈a(δ, η0), a(δ, µr)〉, 〈a(ε, η0), a(ε, µr)〉},

then {〈a(β, η0), a(β, µr)〉, 〈a(γ, η0), a(γ, µr)〉} is OP if and only if {〈a(δ, η0), a(δ, µr)〉,

〈a(ε, η0), a(ε, µr)〉} is OR.

We can now expand lemma 2.4 and receive the following:

Lemma 2.9. Let λ < 2ℵ1; for every i < λ let Gi, Hi ∈ K such that Gi ⊥ Hi. Let

A,B ∈ K such that for every i < λ, one of the following cases happens:

case 1: A⊥⊥Gi and B⊥⊥Gi.

case 2: A ⊥ A∗, B ⊥ B∗, A ⊥ B∗,

A ⊥ Hi, B ⊥ Hi, A ⊥ (Gi)∗, and B ⊥ (Gi)∗.

Then there is an ℵ1 c.c.c forcing set P , such that 
P A ∼= B, and such that

for every i < λ, 
P Gi ⊥ Hi.
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Proof. As this lemma is supplemental to lemma 2.4, we set the conditions as in

2.4, and define the same model M , and the same forcing set P = P (C,≺0, A,B),

which is mentioned there.

Then, as in 2.4, 
P (A ∼= B).

Suppose that there is i < λ, and p ∈ P such that p 
P ¬(Gi ⊥ Hi). We denote

Gi as G, Hi as H,and ≺ as ≺i. By abuse notation we assume A∪B∪G∪H = ℵ1.

If G, H meet case 1 of the lemma, that is, A⊥⊥G and B⊥⊥G, or A⊥⊥H and

B⊥⊥H, then, by lemma 2.4, we reach a contradiction.

Then let us assume that G, and H meet case 2 of the lemma. Let τ be a

P -name such that p 
P ”τ is an uncountable OP function and τ ⊆ G ×H”. We

can assume that p = 0. Let {〈fα, 〈aα, bα〉〉 | α < ℵ1} be such that for every α,

fα 
P 〈aα, bα〉 ∈ τ , and if α 6= β then 〈aα, bα〉 6= 〈aβ, bβ〉. If we find α, β < ℵ1

such that fα ∪ fβ ∈ P , but 〈aα, bα〉, 〈aβ, bβ〉 is not OP, we reach a contradiction.

We uniformize {〈fα, 〈aα, bα〉〉 | α < ℵ1} as in 2.4, hence we denote

fα = {〈a(α, 0), a(α, 1)〉 , · · · , 〈a(α, 2n− 2), a(α, 2n− 1)〉}. We can assume that

all the a(α, i)’s are distinct. We also denote aα = a(α, 2n) and bα = a(α, 2n+ 1).

Let a(α) = 〈a(α, 0), · · · , a(α, 2n+ 1)〉, F1 = {a(α) | α < ℵ1} and let F be the

closure of F1 in (〈ℵ1,≺〉)2n+2. We define D, γ0, a(i), a, W , etc, as in 2.4.

We now continue to follow the proof of 2.4. Only case 2.2 requires special

attention, as case 1, and case 2.1 are done exactly as in 2.4. Therefore we skip to

case 2.2:

Suppose E(a(2n)) 6= E(a(2n+1)). Let E(a(2n)) = Ev, and E(a(2n+1)) = Ew.

Suppose E(a(2n)) 6= E(a(2n+ 1)), but Ev and Ew are in the same component of

the graph Gf . Let v = v0, v1, · · · , vr = w be such that Ev0 , · · · , Evr is the unique

path in Gf connecting Ev and Ew. For every i < r, let 〈a(ηi), a(µi+1)〉 denote the

edge in Gf which connects E(vi) with E(vi+1).

We define ϕs for s ≤ k inductively. ϕk is defined as in 2.1. If, for any i < r,
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s 6= vi, then ϕs is defined from ϕs+1 as in 2.1.

If s = vi, for any 1 ≤ i < r − 1, we define the following: Suppose ϕs+1 has

been defined, and we are ready to define ϕs. Recall that 〈a(ηi−1), a(µi)〉 connects

Evi−1 and Evi , and 〈a(ηi), a(µi+1)〉 connects Evi and Evi+1 . We are interested in

a(µi), a(ηi), although 〈a(µi), a(ηi)〉 is not an edge in Gf . Note that it can be that

no such s = vi’s exist (when r = 1).

If a(µi) = a(ηi), we continue as usual, and define ϕs as before.

Suppose a(µi) 6= a(ηi). Then 〈a(µi), a(ηi)〉 belongs to one of A × A, A × B,

or B × B. As A ⊥ A∗, A ⊥ B∗, and B ⊥ B∗, by claim 2.6 we can construct, on

either of the cases, a set of intervals {U lt | l ∈ {0, 1}, t ∈ Rvi} which is {ηi, µi}-OP.

We do that for every s = vi.

For s = v, suppose that ϕv+1 has been defined. Recall that a(2n), a(η0) ∈ Ew.

As both A ⊥ G∗, and B ⊥ G∗, it is not important whether a(η0) is a member of

A or of B, and we can construct, by claim 2.6, a set of intervals {U lt | l ∈ {0, 1},

t ∈ Rv} which is {2n, η0}-OP.

For s = w, suppose that ϕw+1 has been defined. Recall that a(2n+ 1), a(µr) ∈

Ew, and, again, as A ⊥ H, and B ⊥ H, It is not important whether a(µr−1) is

a member of A, or of B, and we can construct a set of intervals {U lt | l ∈ {0, 1},

t ∈ Rw} which is {2n+ 1, µr}-OR.

After we are done with the definitions of ϕs for s < k we can choose, as in

Theorem 2.1, l(s) for s < k. Now let β and γ be such that for every s < k

a(β) � Rs ∈
∏
i∈Rs

U
l(s)
i and a(γ) � Rs ∈

∏
i∈Rs

U
1−l(s)
i .

By the proof of 2.1, fβ ∪ fγ ∈ P . Note that {〈a(β, 2n), a(β, 2n+ 1)〉,

〈a(γ, 2n), a(γ, 2n+ 1)〉} is a composition of {〈a(β, 2n), a(β, η0)〉, 〈a(γ, 2n), a(γ, η0)〉}
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which is OP, of {〈a(β, η0), a(β, µr)〉, 〈a(γ, η0), a(γ, µr)〉} which is OP (as a compo-

sition of OP pairs), and of

{〈a(β, µr), a(β, 2n+ 1)〉, 〈a(γ, µr), a(γ, 2n+ 1)〉} which is OR. Hence there is an

odd number of OR pairs which compose {〈a(β, 2n), a(β, 2n+ 1)〉,

〈a(γ, 2n), a(γ, 2n+ 1)〉}, so its type is OR. Hence, by theorem 2.8, it means that

{〈aβ, bβ〉 , 〈aγ , bγ〉} is OR, and we reach a contradiction.



36

3 The possible structure of KH under the assumption of MAℵ1

We will characterize the possible structure of KH/ ∼=, when KH/ ∼= is finite, under

the assumption of MAℵ1 . Lemma 1.11 (1) shows that � induces a partial ordering

on KH/ ∼=, hence we regard � as partial ordering on KH/ ∼=. We will denote

KH ∪ {∅} as KHZ .

In this work will show that when KH/ ∼= is finite, then under the assumption

of MAℵ1 , we can make KHZ/ ∼=, with an involution function, isomorphic to any

finite distributive lattice with involution. In this section we will state the main

theorem, prove its easy side, and start proving the more complicated side, which

will occupy us through the entire work.

3.1 Stating the main theorem and proving its easy direction

We start with several definitions.

Definition 3.1. Let ḡ : K → K be the following function: for every A ∈ K,

ḡ(A) = {−a | a ∈ A}. ḡ will be denoted as ∗, and ḡ(A) will be denoted as A∗.

Note that for every A,B ∈ K, A∗ ∈ K and (A∗)∗ = A, if A � B then

A∗ � B∗, and if A ∼= B, then A∗ ∼= B∗. Hence, on
〈
KH/ ∼=,�

〉
, the operation

∗ can be considered as an automorphism of order 2. We will denote ∗ as the

involution automorphism. ḡ will be denoted as the involution function.

Definition 3.2. Let 〈L,�〉 be a finite lattice. We define ∗ as an automorphism

of order 2 of 〈L,�〉. Again, we denote ∗ as an involution on 〈L,�〉.

Note that for every a, b ∈ L (a∗)∗ = a, (a∧. b)∗ = a∗∧. b∗, and (a∨. b)∗ = a∗∨. b∗.
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We now state our main theorem through the entire work:

Theorem 3.3. Let 〈L,≤, ∗〉 be a finite poset with an involution. Then the follow-

ing are equivalent:

(A)
(
MAℵ1 +

(〈
KHZ/ ∼=,≤, ∗

〉 ∼= 〈L,≤, ∗〉)) is consistent with ZFC.

(B) 〈L,≤, ∗〉 is a distributive lattice with an involution.

We make an abuse of notation by denoting KH/ ∼= by KH , and KHZ/ ∼= by

KHZ .

For example, in a universe which satisfies BA,
〈
KHZ ,≤, ∗

〉
is isomorphic to a

lattice with a single element. We want to find a way, in which
〈
KHZ ,≤, ∗

〉
will be

isomorphic to any given finite distributive lattice with involution.

We start with the easy direction of the theorem, that is (A)→ (B). Given a fi-

nite poset with an involution 〈L,≤, ∗〉, assumeMAℵ1 , and suppose that
〈
KHZ/ ∼=,≤, ∗

〉 ∼=
〈L,≤, ∗〉. We wish to see that 〈L,≤, ∗〉 is a distributive lattice with an involution.

Definition 3.4. Let A ⊆ KH ; A generates KH if every element of KH is a shuffle

of a countable subset of A. KH is countably generated if there is A ⊆ KH such

that |A| ≤ ℵ0 and A generates KH .

The following is lemma 10.3 from [ARS], which basically states all we need for

the proof.

Lemma 3.5. Assume (MAℵ1). Then:

(a) KH is a least σ-complete upper-semi-lattice, that is, every countable

subset of KH has a least upper bound.

(b) If KH is countably generated, then KHZ is a distributive complete

lattice. We will denote the operations in KHZ by ∧. and ∨. .
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(c) If
〈
KH ,�

〉
is well founded, then for A ∈ K there is a nowhere-dense

subset B of A such that A\B is the ordered sum of members of KH .

Proof. (a) Is just a reformulation of 1.11 (3). If {Ai | i < ω} ⊆ KH , Then let B

be the shuffle of {Ai | i < ω}. By 1.11 (3), B ∈ KH and is a least upper bound of

{Ai | i < ω}.

(b) Suppose KH is countably generated. Then by (a), KH is a complete upper-

semi lattice. Let A be the set which generates KH . Let {Ai | i < ω} ⊆ KH , and

let D def
= {A ∈ A | (∀i < ω)A � Ai} ∪ {∅}; then D is countable, and if C is the

least upper bound of D, then for every A ∈ D, and i ∈ ω, A � Ai; hence, by 1.11

(3), for every i < ω, C � Ai. Suppose there is X ∈ KH such that for every i < ω,

X � Ai, as X is a shuffle of some B ⊆ A; for every B ∈ B, and i < ω, B � Ai.

Hence B ∈ D, so B � C; then again, by 1.11 (3), X � C, hence C is the greatest

lower bound of {Ai | i < ω}. Then KH ∪ {∅} is a complete lattice. As mentioned

before, we will denote the operations in KHZ by ∧. and ∨. .

In order to show that KHZ is distributive it is suffice to show one of the dis-

tributive laws. We show that for every b1, b2, a ∈ KH , (b1∨. b2)∧. a = (b1∧. a)∨. (b2∧. a).

In fact we can show somewhat more: for every a, {bi | i < ω},(
∨.
i∈ωbi)

∧
. a =∨.

i∈ω(bi
∧
. a). We do not know however whether the dual identity in this case holds.

Let A ∈ KHZ and for every i ∈ ω, let Bi ∈ KHZ . We want to show that∨.
i∈ω(A∧. Bi) ∼= A∧. (

∨.
i∈ωBi).

The inequality
∨.
i∈ω(A∧. Bi) � A∧.

∨.
i∈ωBi holds in every lattice, thus we want

to show that A∧.
∨.
i∈ωBi �

∨.
i∈ω(A∧. Bi). To do that we use the following claim:

Claim 3.6. Assume MAℵ1. Let A ∈ KHZ , and for every i ∈ ω, let Bi ∈ KHZ .

Suppose that A �
∨.
i∈ωBi. Then for every i < ω there is Ai ∈ KHZ such that

Ai � Bi and A =
∨.
i∈ωAi.
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Proof. We can assume that each Bi is dense in <. Let B =
⋃
i∈ω Bi; then B ∈ K,

and B =
∨.
i∈ωBi. As A � B, let f : A → B be an 1-1, OP function. Recall

that Cm denotes a mixing of C. If |C| ≤ ℵ0, let Cm = ∅. For every i ∈ ω, let

Ci = f−1(Bi), so Ci � A, and let Ai = Cmi (note that, Cmi is a member of KH

regardless to whether Ci is a member of K or just an ℵ1 size set; if the later occurs

then � means simple embedding in the meaning of sets, Cmi will still be defined

in the usual way). By picking appropriate copies of Cmi as Ai, one can assume

that A ⊆
⋃
i∈ω Ai, and since

⋃
i∈ω Ai =

∨.
i∈ωAi it follows that A �

∨.
i∈ωAi. On

the other hand, As Ci � A, and Ci � Bi, then by 1.11 (4), for every i < ω,

Ai � A,Bi. Hence
∨.
i∈ωAi � A, and Ai � Bi. Hence A =

∨.
i∈ωAi, and for every

i < ω, Ai � Bi.

As A∧.
∨.
i∈ωBi �

∨.
i∈ωBi, then using the above claim on A∧.

∨.
i∈ωBi, there are

Ai � Bi such that
∨.
i∈ωAi = A∧.

∨.
i∈ωBi. Then Ai � A,Bi, so Ai � A∧. Bi. Thus∨.

i∈ωAi �
∨.
i∈ω(A∧. Bi), and as

∨.
i∈ωAi = A∧.

∨.
i∈ωBi, it follows that A∧.

∨.
i∈ωBi �∨.

i∈ω(A∧. Bi), as required.

(c) Suppose that
〈
KH ,�

〉
is well founded, and let A ∈ K. It suffices to show that

every non-empty open interval of A contains a homogeneous subinterval. If A1, A2

are intervals of A and A1 ⊆ A2, then Am1 ⊆ Am2 . Recall that for every C ∈ K, Cm

is a member of KH . Let A1 be an interval of A. Since KH is well founded, A1 has

a non empty subinterval A2 such that for every subinterval A3 of A2, Am3 ∼= Am2 .

We show that Am2 � A2. Let I ∈ φA2 . As I � Im, and Im ∼= Am2 , by the definition

of mixing, for every rational interval J , there is IJ ⊆ I, where IJ ∼= I, and
⋃
{IJ |J

is a rational interval} = Am2 ; hence there is a family {gIi | i ∈ ω} of OP functions

such that Rng(gIi ) = I and
⋃
i∈ω Dom(gIi ) = Am2 .

Then Am2 , A2 and {gIi | I ∈ φ, i ∈ ω} satisfy the conditions of 1.3 (1), hence

Am2 � A2. A2 � Am2 , hence by 1.11 (4), A2
∼= Am2 .
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Now, as L is finite, then KH is countably generated, and by the above lemma

KHZ is a distributive complete lattice, and as
〈
KHZ/ ∼=,≤, ∗

〉 ∼= 〈L,≤, ∗〉, then

〈L,≤, ∗〉 is a distributive lattice with an involution. That sums the proof of the

easy side of theorem 3.3.

3.2 Beginning the proof of the complicated direction of the main

theorem

For the rest of the work we will focus on the more complicated direction of the

theorem, (B) → (A). That is, given a finite poset 〈L,�, ∗〉, such that 〈L,�, ∗〉 is

a distributive lattice with an involution, , we want to construct a model in which

it is consistent, along with MAℵ1 , that
〈
KHZ/ ∼=,≤, ∗

〉 ∼= 〈L,≤, ∗〉.
Definition 3.7. Let 〈L,�, ∗〉 be a finite distributive lattice with an involution.

a ∈ L is indecomposable if for no b, c < a, b∨. c = a. Let I(L) denote the set of

indecomposables of L.

Clearly I(L) is closed under ∗, and every element of L is a sum of elements in

I(L). We also know that I(L) determines L uniquely. Using I(L), we will manage

to construct a universe where KHZ ∼= L.

Proposition 3.8. (a) Let 〈A,�, ∗〉 be a finite partially ordered set with an invo-

lution. Then there is a unique distributive lattice with an involution L such that

〈I(L),�, ∗〉 ∼= 〈A,�, ∗〉.

(b) Assume MAℵ1. Let {Ai | i < n} ⊆ KH be such that: for no j < n, Aj is a

shuffle of other members of {Ai | i < n}, and for every A ∈ KH , A is a shuffle of

some members of {Ai | i < n}. Then KHZ is finite and I(KHZ) = {Ai | i < n}.

Proof. (a) Let L be the collection of all downward closed (by �) subsets of A.

For X,Y ∈ L, let X �L Y mean X ⊆ Y . Then L is a finite distributive lattice
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where X∨. Y = X ∪ Y , and X∧. Y = X ∩ Y , For X ∈ L, let X∗ = {a∗ | a ∈ X}.

It is easy to see that the operation ∗ is an involution over L. Let f : A → L be

f(a) = {x | x � a}. Then f(A) is actually I(L), and f is an isomorphism between

〈I(L),�, ∗〉, and 〈A,�, ∗〉. L is unique, as I(L) determines L uniquely.

(b) Assuming MAℵ1 , then by 3.5 (b), KHZ is a distributive lattice. KHZ is

generated from {Ai | i < n}, therefore it is finite, and I(KHZ) = {Ai | i < n}.

By the above proposition it is clear what has to be done in order to construct a

universe in which KHZ ∼= L. We start with a universe V satisfying CH, and with

a family {Ai | i ∈ I(L)} ⊆ KH such that no Ai is a shuffle of other Ai’s and such

that i 7→ Ai is an isomorphism between 〈I(L),�, ∗〉 and 〈{Ai | i ∈ I(L)},�, ∗〉.

We then construct a universe W , such that V ⊆ W , which satisfies MA, and

in which every element of KH is a shuffle of some members of {Aa | a ∈ I(L)},

and no Aa is a shuffle of other Aa’s. Then KHZ is a finite distributive lattice,

and as I(KHZ) = {Aa | a ∈ I(L)}, which is isomorphic to I(L), then because of

uniqueness, in such a universe KHZ ∼= L.
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3.3 Creating a structure in KH which is isomorphic to I(L)

For the rest of this work L is a fixed finite distributive lattice with an involution.

We can assume that I(L) = {0, · · · , n− 1}, and we denote the partial ordering on

I(L) by �. Recall that ∗ is an involution of 〈{0, · · · , n− 1},�〉.

Recall that ḡ denote the function such that for every z, ḡ(z) = −z. For every

function f , let f∗ = ḡ ◦ f ◦ ḡ−1. If F is a set of functions, let F ∗ = {f∗ | f ∈ F},

and let F−1 = {f−1 | f ∈ F}. Note that, if f is OP, then so are f∗, and f−1.

Definition 3.9. Let f ⊆ < ∗ <. f is maximal OP function if f is OP, and there

is no OP function g such that f ( g ⊆ <×<.

We will now construct a family of sets in KH , {Ai |i < n}, such that 〈I(L),�, ∗〉

and 〈{Aa | a ∈ I(L)},�, ∗〉 are isomorphic. The following is lemma 10.5 from

[ARS], and is due to Sierpinski [S].

Lemma 3.10. (CH) There are {Ai | i < n} ⊆ KH , all dense in <, such that:

1. If i � j then Ai ⊆ Aj.

2. If i = j∗ then Ai = A∗j .

3. Define Bi = Ai\
⋃
j�i

Aj. Then Bi ∈ K, dense in <, and i 6� j → Bi ⊥ Aj.

It is immediate from the lemma that for every i < n, B∗i = Bi∗ . We will

sometimes refer to Ai as Aτi where τi = {j | j � i}. Note that for every i, j < n,

τi ⊆ τj if and only if i � j.

Proof. Let {fα | α < ℵ1} be an enumeration of all maximal OP functions. We

define, by induction on α < ℵ1, a family of pairwise disjoint countable dense subsets

of <, {B(i, α) | i < n}, and countable families of 1-1 OP functions {F (i, α) | i < n}.

For every α < ℵ1, we denote A(i, α) =
⋃
j�iB(j, α).
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Our induction hypothesis is:

1. If i = j∗, then B(i, α) = B∗(j, α).

2. For every i < n: If f ∈ F (i, α) then f : < ⇒ < and f(A(i, α)) = A(i, α); for

every x < y ∈ A(i, α) there is f ∈ F (i, α) such that f(x) = y.

3. For every i < n, and β < α, F (i, β) ⊆ F (i, α), and B(i, β) ⊆ B(i, α) (thus

A(i, β) ⊆ A(i, α)).

Let U ⊆ n be such that for every i < n |U ∩ {i, i∗}| = 1. For every i ∈ U , we

define B(i, 0) as follows:

From every rational interval I we choose an element a ∈ < such that neither a,

nor −a has been picked before by B(i, 0), or by other B(j, 0)’s that were already

defined. After defining B(i, 0) for every i ∈ U , we again define for every i ∈ U ,

B(i∗, 0) = B∗(i, 0). Then every B(i, 0) is countable and dense in <, and all the

B(i, 0)’s are distinct.

For every i ∈ U , we define F (i, 0) as follows. For every a < b, c < d in A(i, 0),

there is an OP function f ′<a,b> such that f ′<a,b>(a) = b, and f ′<a,b>(A(i, 0)) =

A(i, 0). (f ′<a,b> is simply the isomorphism between two countable dense sets

in <). Let f<a,b> be a maximal OP function such that f ′<a,b> ⊆ f<a,b>. Let

F (i, 0) = {f<a,b> | a < b in A(i, 0)}. We set F (i∗, 0) = F ∗(i, 0). Then F (i, 0) is as

required, and as A(i∗, 0) = A∗(i, 0), F (i∗, 0) meet the demands as well.

If δ is a limit ordinal, let B(i, δ) =
⋃
α<δ B(i, α), and F (i, δ) =

⋃
α<δ F (i, α).

Suppose {B(i, α) | i < n}, and {F (i, α) | i < n} have been defined. We wish to

define {B(i, α+ 1) | i < n}. Let B̄(i, α) = B(i, α) ∪ {fβ(B(i, α)) | β < α}.

Again, let U ⊆ n be such that for every i ∈ n, |U ∩ {i, i∗}| = 1. For x ∈ <

and a set of functions F , let cl(x, F ) denote the closure of x under F and F−1. As

every F (i, α), and every B(j, α) (for j < n) are countable, and as for any a < b



44

in A(i, α), there is f ∈ F (i, α) such that f(a) = b, it is easy to construct a set

{xi | i ∈ U} such that:

1) For every i ∈ U , cl(xi, F (i, α)) ∩ cl(−xi, F ∗(i, α)) = ∅.

2) cl(xi, F (i, α)) is dense in <.

3) For every i ∈ U , cl(xi, F (i, α)) ∩
⋃
j<n B̄(j, α) = ∅.

Now for every i < n: If i ∈ U and i 6= i∗, let B(i, α + 1) = B(i, α) ∪

cl(xi, F (i, α)); then for i∗, let B(i∗, α+ 1) = B(i∗, α) ∪ cl(−xi, F ∗(i, α)). If i = i∗,

let B(i, α + 1) = B(i, α) ∪ cl(xi, F (i, α)) ∪ cl(−xi, F ∗(i, α)). Since for every i,

F ∗(i, α) = F (i∗, α), it follows that B∗(i, α + 1) = B(i∗, α + 1). By the choice of

the xi’s, whenever i 6= j, B(i, α+ 1) ∩B(j, α+ 1) = ∅.

As in the basic case, for every a < b in A(i, α + 1), we take a maximal OP

function f such that f(a) = b, and f<a,b>(A((i, α+ 1)) = A((i, α+ 1)). We denote

f as f<a,b>, denote f ′(i, α + 1) = {f<a,b> | a < b in A((i, α + 1))}, and denote

f(i, α+ 1) = f ′(i, α+ 1)∪ f(i, α). As for every f ∈ F (i, α), and x ∈ cl(xi, F (i, α)),

f(x) ∈ B(i, α + 1), then f(A(i, α + 1)) = A(i, α + 1); hence f(i, α + 1) is defined

well, plus the B(i, α+ 1)’s and the F (i, α+ 1)’s meet the induction requirement.

For every i < n, let Ai =
⋃
α<ℵ1 A(i, α). As for every α < ℵ1, A(i, α) is a

countable dense set, and in the α + 1 step, a distinct countable dense set was

added to A(i, α) to form A(i, α + 1) then Ai is a member of K. As for every

a, b ∈ Ai, there is α < ℵ1 such that a, b ∈ A(i, α), there is f ∈ F (i, α) such that

f(a) = b; by the construction of Ai ,f(Ai) = Ai and f is an automorphism of

〈Ai, <〉, hence A ∈ KH . It is immediate to see, by construction of the Ai’s, that

if i � j, then Ai ⊆ Aj , and that Ai∗ = A∗i .

Now, suppose by contradiction that i 6� j but Bi, Aj are not far. As Aj =⋃
k�j Bj , then for some k 6= i, Bi, Bk are not far. Then there is a maximal OP

function f such that |f ∩ Bi × Bk| = ℵ1. Then in our enumeration, for some
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α < ℵ1, f = fα. But by the construction, for every β > α,

fα(B(i, β))∩ (B(k, β)\
⋃
{B(k, γ) | γ < β}) = ∅, hence |fα(B(i)∩B(k))| ≤ ℵ0,

a contradiction.

3.4 Defining Farness Formulas

Now that we found a structure {Ai | i < n} such that 〈{Ai | i < n},�, ∗〉 ∼=

〈I(L),�, ∗〉, we will take one element of KH at a time, and make it isomorphic

to a shuffle of some Ai’s, by using BA-forcing (see section 2). By doing that, we

would like to maintain the structure of the Ai’s above; which means that if for

i, j < n, i 6� j, then after the forcing we use, it will still be that Ai 6� Aj .

For C0 · · ·Ck−1 in K, we define
∧
. i<kCi = 0 if there is no such C ∈ K such

that for each i < k, C � Ci. If there is such C ∈ K such that (∀i < k)(C � Ci),

we will write
∧
. i<kCi 6= 0. Notice that as K is not a lattice, there are no meets in

K, so
∧
. i<kCi has no meaning.

Let {xi | i < n} and {yτ | τ ⊆ n} be variables. We will later use formulas

containing these variables, where Bi is assigned for xi, and Ai for yτi .

Let ε ∈ {0, 1} be such that if z is a variable, then for ε = 1, zε denotes z∗,

and for ε = 0, zε denotes z. We will define a Farness-Formula (or F-Formula) as

a formula of the form
∧
. i∈Iz

εi
i = 0, where εi ∈ {0, 1}, and {zi | i ∈ I} is any set

of variables from {xi | i < n}
⋃
{yτ | τ ⊆ n}. Note that, any F-formula can be

considered of the form
∧
. i∈Ix

εi
i ∧.
∧
. τ∈Jy

ετ
τ = 0 where I ⊆ n and J ⊆ P (n).

In K, let s be an assignment on {xi | i < n}
⋃
{yτ |τ ⊆ n} such that s(xi) = Bi,

and s(yτi) = Ai. Suppose, for example, that χ0 ≡ (xi∧. xj = 0) for some i 6= j. As
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Bi ⊥ Bj , it follows that K |= χ0[s]. Same, suppose χ1 = (xi∧. yτj = 0) for some

i, j, where i 6∈ τj . Then K |= χ1[s], as Bi ⊥ Aτj . Thus, the collection of {χ | χ is

an F-formula of the sort of χ0, or χ1, and K |= χ[s]} provides us with the idea of

what the structure of 〈{Ai | i < n},�, ∗〉 looks like. In this section we will define

this collection more accurately.

Let 〈L′,�, ∗〉 be a finite distributive lattice with an involution ∗, and let 0 be the

minimum of L′. We call a ∈ L′ an atom of L′ if there is no b ∈ L′, b 6= 0 such that

b � a. Let A(L′) denote the set of atoms of L′. Suppose A(L′) = 〈a0, · · · , an−1〉.

It is easy to see that A(L′) is closed under involution.

For variables {xi | i < n}, and {yτ | τ ⊆ n}, an assignment s′ on L′ will be

called a fine assignment if for every i ∈ n, (s′(xi)) = ai, (s′(xi))∗ = s′(xi∗), and

for every τ ⊆ n, s′(yτ ) =
∨. {s′(xi) | i ∈ τ}. Note that, s′(yτ∗) = s′(y∗τ ), where

τ∗ = {j∗ | j ∈ τ}.

we want every variable yτ to have this following property, which will be denoted

as the maximal property of yτ : there is no τ1 ⊆ n, such that τ ⊆ τ1, and if

s′(yτ1) =
∨. {s′(xi) | i ∈ τ1}, then s′(yτ1) = s′(yτ ).

Note that this property is very easy to reach by removing variables that do

not satisfy this property.

For the rest of the section, we assume that all the yτ ’s have the maximal

property.

Definition 3.11. As before, let {xi | i < n} and {yτ | τ ⊆ n} be variables, let

ϕ0(x0, · · · , xn−1) be the following formula:

ϕ0 ≡

∧
i 6=j

(xi∧. xj = 0)

 ∧
∧
i 6=j∗

(xi∧. (xj)∗ = 0)


For an F-formula χ we will define ϕ0 ⇒ χ if for any finite distributive lattice
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〈L′,�, ∗〉, with an involution and a minimum 0, such that A(L′) = {0, · · · , n− 1},

and for any fine assignment s′ on L′; if L′ |= ϕ0[s′], then L′ |= χ[s′].

For the rest of the section, let L′ denote such a finite distributive lattice, and

let s′ be a fine assignment over L′.

Let χ0 be an F-formula such that χ0 ≡ (
∧
. i∈Iz

εi
i = 0) and zε be a variable as

defined before; then the F-formula χ ≡ (
∧
. i∈Iz

εi
i ∧. zε = 0) is called an elaboration of

χ0. In the same way, if χ0 ≡ (
∧
. i∈Iz

εi
i = 0), χ1 ≡ (

∧
. i∈J(z′i)

ε′i = 0) are F-formulas,

Then the F-formula χ ≡ (
∧
. i∈I(zi)

εi∧.
∧
. i∈J(z′i)

ε′i = 0) is called an elaboration of χ0

(or of χ1). For the sake of convenience we will also say that χ0 is an elaboration

of itself.

Claim 3.12. Let χ0 be an F-formula, and Let χ be an elaboration of χ0. Then if

ϕ0 ⇒ χ0, then ϕ0 ⇒ χ.

Proof. Obvious.

Definition 3.13. Let ϕ1 ≡ {
∧
χ | χ is an F-formula, and ϕ0 ⇒ χ}.

It is ϕ1 that we will be interested with as a collection of farness formulas that,

when referring to K, will describe the structure 〈{Ai | i < n},�, ∗〉.

Note that sometimes, in some formulas, we will use only parts of the variables

xi’s and yτ ’s; then if s is an assignment such that Dom(s) ⊆ {xi | i < n}∪{yτ | τ ⊆

n}, we say that ϕ1[s] holds (|= ϕ1[s]), if χ[s] holds for every conjunct χ of ϕ1 whose

variables belong to Dom(s).

Lemma 3.14. 1. Every conjunct of ϕ0 is a conjunct of ϕ1.

2. Let χ ≡ (xi∧. yτ = 0). Then: χ is a conjunct of ϕ1 if and only if i 6∈ τ .

3. Let χ ≡ (yτ0∧. yτ1 = 0). Then χ is a conjunct of ϕ1 if and only if τ0∩ τ1 = ∅.
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4. If χ is a conjunct of ϕ1, then χ is an elaboration of F-formula of the type

from cases (1),(2), or (3).

5. Let χ ≡ (
∧
. i∈Iz

εi
i = 0) be a conjunct of ϕ1. Then χ∗ ≡ (

∧
. i∈Iz

1−εi
i = 0) is a

conjunct of ϕ1 as well.

Proof.

1. Obvious, as every conjunct χ of ϕ0 is an F-formula, and ϕ0 ⇒ χ.

2. Suppose i 6∈ τ , then for every j ∈ τ i 6= j, hence xi∧. xj = 0 is a conjunct of

ϕ0; now suppose there was c ∈ L, c 6= 0, such that c � s′(xi), and c � s′(yτ ).

As s′(xi) is an atom, it follows that c = s′(xi), and because of the maximal

property of yτ , i ∈ τ , a contradiction.

On the other hand, suppose i ∈ τ , then in L′, s′(xi)∧.
∨. {s′(xj) | j ∈ τ} =

s′(xi), hence χ is not a conjunct of ϕ1.

3. Is proved in the same way as (2).

4. Obvious. As every F-formula contains at least two variables from {xi | i <

n}
⋃
{yτ | τ ⊆ n}.

5. Obvious.

Now that we have a good idea of the nature of ϕ1, we can take the discussion

back to K.

Lemma 3.15. Let C0 · · ·Ck−1 ∈ K, and let s0 be an assignment such that s0(xi) =

Ci, and s0(yτ ) =
⋃
i∈τ Ci. Suppose that K |= ϕ0[s0]. then K |= ϕ1[s0].

Proof. Knowing the types of Farness-Formulas in ϕ1 from lemma 3.14, the proof

is easy.
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Lemma 3.16. Let C0, · · · , Ck−1, D0, · · · , Dk−1 ∈ K, and let s0 be an assignment

such that s0(xi) = Ci, and s0(yτ ) = Di. Let C ′0, · · · , C ′k−1, D
′
0, · · · , D′k−1 be in K

as well, such that for every i < k, C ′i ⊆ Ci, D′i ⊆ Di, and let s1 be an assignment

such that s1(xi) = C ′i, and s1(yτ ) = D′i.

Then if K |= ϕ1[s0], then K |= ϕ1[s1].

Proof. Let χ ≡ (
∧
. i∈Iz

εi
i = 0) be a conjunct of ϕ1, and suppose that there was

D ∈ K such that for every i ∈ I, D � s1(zεii ). As for every i ∈ I, s1(zεii ) ⊆ s0(zεii ),

it follows that for every i ∈ I, D � s0(zεii ); hence K |= ¬ϕ1[s0], a contradiction.

Note that K |= χ[s] if and only if K |= χ∗[s]. As if there was C ∈ K such that

C � s(z1−εi
i ) for every i ∈ I, then C∗ � s(zεii ) for every i ∈ I.

Lemma 3.17. K |= ϕ0[B0, · · · , Bn−1].

Proof. The proof is immediate by the construction of the Ai’s and the Bi’s in

lemma 3.10.

Corollary 3.18. Let s be the assignment such that s(xi) = Bi, and s(yτi) = Ai.

Then K |= ϕ1[B0, · · · , Bn−1, A0, · · · , An−1].

Proof. Followed straight from 3.15, and 3.17, as for every i ∈ n, Ai =
⋃
j�iBj .

For B ∈ K, a residue of B will be a certain B′ ∈ K, such that B′ ⊆ B.

As the process of making every member of KH isomorphic to some shuffle of the

Ai’s continues, it can be that some of the Bi’s that were far from each other,

will become near. What we want to show is that it is enough that K, with the

assignment of the residues of the Bi’s, and the Ai’s, will suffice ϕ1, in order to

keep 〈{Ai | i < n},�, ∗〉 isomorphic to 〈I(L),�, ∗〉.

Theorem 3.19. Let W be a universe, such that V ⊆ W , and V contains all the

Ai’s and the Bi’s etc. Suppose that in V 〈{Ai | i < n},�, ∗〉 ∼= 〈I(L),�, ∗〉. Then
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if, in W , there are residues B′i of Bi and an assignment s0 such that s0(xi) = B′i,

s0(yτi) = Ai, and K |= ϕ1[s0], then, still in W , 〈{Ai | i < n},�, ∗〉 ∼= 〈I(L),�, ∗〉.

Proof. Suppose that, in W , 〈{Ai | i < n},�, ∗〉 6∼= 〈I(L),�, ∗〉. As in V , the two

models were isomorphic, then, in W , there are i, j < n, such that i 6� j, but

Ai � Aj . As i 6� j, there is k < n such that k ∈ τi but k 6∈ τj . Therefore by lemma

3.14, xk∧. yτj = 0 is a conjunct of ϕ1. But as s0(xk) = B′k, and B′k ⊆ Bk ⊆ Ai ⊆ Aj ,

It follows that ¬(B′k∧. Aj = 0), so K does not suffice ϕ1[s0], a contradiction.

So to keep 〈{Ai | i < n},�, ∗〉 ∼= 〈I(L),�, ∗〉, in the process of making members

of KH isomorphic to shuffles of some of the Ai’s, we will define an assignment s0 on

K, for which, for every yτi , s(yτi) = Ai, but the s(xi)’s will be special residues of

the Bi’s. We will see that K, with this assignment, suffices ϕ1, and this will ensure

us that the isomorphism between 〈{Ai | i < n},�, ∗〉 and 〈I(L),�, ∗〉 is being kept.

From now on instead of using the formality of K |= ϕ1[· · ·] we will simply say

that the structure remains solid (it is obvious we are referring the structure of

〈{Ai | i < n},�, ∗〉). Also, for the rest of this work, let s be the assignment which

maps each xi to Bi and each yτi to Ai. Claim 3.18 shows that K |= ϕ1[s].



51

4 Outlining the details of the main theorem proof

In the previous section we defined {Ai | i < n}, {Bi | i < n} and formed a formula

ϕ1, which maintaining it will insure us that the structure of 〈{Ai | i < n},�, ∗〉

is remained stable. In this section we will be more specific in the details of the

proof of the complicated side of the main theorem (theorem 3.3). We will also

explain the limit stage, as the forcing we define will be iterated forcing, and solve a

certain complicity which might arise when combining this forcing with the iterated

forcing which yields MAℵ1 . For solving this complicity we use the tool known as

the Explicit Contradiction Method.

4.1 Defining the iterated forcing and explaining the limit stage

Let {a(i, α) | α < ℵ1} be a 1 − 1 enumeration of Ai. For every i < n and every

rational interval I, let {b(α, i, I) | α < ℵ1} be a 1− 1 enumeration on Bi ∩ I such

that if b(α, i, I) = a(i, α′), and b(β, i, I) = a(i, β′) then α < β ↔ α′ < β′.

Let Fi be the following filter: Fi = {B ⊆ Bi | for every rational interval I,

{α | b(α, i, I) ∈ B} contains a club}. Note that, for every B ∈ Fi, B is in K

and dense in Bi. We can assume that if i = j∗ then when enumerating Bi,

b(α, i, I) = −b(α, j, I∗) for every α < ℵ1. Thus ḡ becomes an isomorphism between

Fi and Fj (in other words Fi∗ = F ∗i where F ∗i = {B∗ |B ∈ Fi}).

We now outline in more detail the proof of the second half of the main theorem(

theorem 3.3). We start with a universe V satisfying CH, and with {Ai | i < n},

{Bi | i < n}, {Fi | i < n} as described above. We define by induction on ν < ℵ2

a finite support iteration of c.c.c forcing sets {Pν | ν ≤ ℵ2}, {πν | ν < ℵ2}, and a

sequence {
〈
B̌(ν, 0), · · · , B̌(ν, n− 1)

〉
|ν < ℵ2} such that for every ν and i, B̌(ν, i)

is a Pν-name,
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Pν (∀i < n)(B̌(ν, i) ∈ Fi) ∧ (B̌∗(ν, i) = B̌(ν, i∗)), and


Pν (K |= ϕ1[B̌(ν, 0), · · · , B̌(ν, n− 1), A0, · · · , An−1]).

where each B̌(ν, i) is replacing xi, and each Ai is replacing yτi .

We prepare in advance a list of tasks. There are two kinds of tasks: the first

one is designed in order to take care that 
Pℵ2
MAℵ1 , and the second is to assure

that 
Pℵ2

〈
KH ∪ {∅}/ ∼=,�, ∗

〉 ∼= 〈L,≤, ∗〉.
We start by explaining the limit stage.

If δ is a limit ordinal, we will define Pδ in the usual way. We want to check

that the induction hypothesis holds. Naturally, there are two cases to consider.

Case 1: cf(δ) = ℵ0.

Let {αj | j < ω} be an increasing sequence converging to δ. Let G be Pδ

generic. Then in V [G], for every i < n,
⋂
j∈ω B(αj , i) ∈ Fi, and (

⋂
j∈ω B(αj , i))∗ =⋂

j∈ω B(αj , i∗), hence there is a sequence of Pδ-names, {B̌(δ, 0), · · · , B̌(δ, n − 1)},

such that 
Pδ (∀i < n)(B̌(δ, i) ∈ Fi) ∧ (B̌∗(δ, i) = B̌(δ, i∗)).

Suppose that χ = (
∧
. j∈Jz

εj
j = 0) is a conjunct of ϕ1, and if G is Pδ generic,

then in W = V [G], K |= ¬χ[s], where s is the usual assignment which puts B(δ, i)

is xi, and Ai in yτi ; for convenience, for every α < δ let sα be the assignment

which puts Ai in yi, and B(α, i) in xi. Let H ∈ W be an uncountable set, such

that H ⊆
∏
j∈J s(z

εj
j ), where every two members of H are OP. Then there are Hk,

k ∈ ω such that H =
⋃
k∈ωHk, and Hk ∈ V [G ∩ Pαk ]. Some Hk is uncountable,

and as in V [G] for every i < n, B(δ, i) ⊆ B(αk, i), then Hk ⊆
∏
j∈J sαk(zεjj ), where

sαk is the assignment which puts B(αk, i) in xi, and Ai in yτi , a contradiction.
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Case 2: cf(ν) = ℵ1

The following claim is lemma is 9.8 from [ARS]

Claim 4.1. (CH)

Let λ < ℵ1; for every i < λ, let Ci ⊆ ℵ1 be a club. Then there is a club C ⊆ ℵ1

such that for every i < λ, C is almost a subset of Ci (except for a countable set) .

Proof. Let M = 〈λ,<,R〉 where R = {〈α, i〉 | α ∈ Ci}. Let C be the club of

the elementary substructures of M . For every δ ∈ C, let Nδ � M be such that

|Nδ|∩ℵ1 = δ. Then for every i < λ, from elementary substructures considerations,

there is a set of elements of Ci which is unbounded in Nδ. As Ci is a club, δ ∈ Ci.

Hence, for every i < λ, there is a point from which C ⊆ Ci.

Let G be Pδ generic. Then in V [G], if U ⊆ n is such that for every i < n

|U ∩ {i, i∗}| = 1, then for every i ∈ U , and for every rational interval I, there

is a club from the above claim, Ci,I ⊆ ℵ1 which is almost a subset of Cα,i,I for

every α < δ, where Cα,i,I is the club which defines B(α, i) at the interval I. Then,

in V [G], for every i ∈ U , there is a subset of Bi, which is defined by Ci,I at the

interval I. Hence there is a sequence of Pδ-names, {B̌(δ, 0), · · · , B̌(δ, n − 1)} as

required.

We again assume that χ is a conjunct of ϕ1 of the form (
∧
. j∈Jz

εj
j = 0), and if

G is Pδ generic, then in W = V [G], K |= ¬χ[s], where s is as in previous case;

suppose |J | = k, and for j < k let Dj = s(zεjj ). Let H ∈ W be an uncountable

set, as in the previous case, where every two members of H are OP.

Let τ be a Pδ-name for H. We define τ = {τα | α < ℵ1}, and {qα | α < ℵ1}

such that for every α < ℵ1, qα ∈ Pδ, and qα 
 τα = 〈dα(0), dα(k − 1)〉, where

for every j < k, dα(j) ∈ Dj . We assume that the qα’s form a ∆-system, and its
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kernel is r where r ⊂ β′ for some β′ < δ. By a standard argument there is p ∈ Pδ
such that p 
 |{α | tα ∈ Ǧ}| = ℵ1. Suppose that supt(p) ⊆ β′ as well, and so is

supt(p′), where p′ is the Pδ condition which says that τ is of the size ℵ1 etc. As

for every i < n, in V [G], starting from some βi < ℵ1, B(δ, i) ⊆ B(βi, i), then if

β = max{βi | i < n;β′}, then in V [Gβ] where Gβ = G ∩ Pβ, τGβ ⊆
∏
i∈J sβ(zεjj ),

where sβ is as in previous case; the as size of τGβ is ℵ1, and every two of its

members are OP, hence we reach a contradiction. That sums the limit case.

4.2 Handling the tasks of the MA forcing

We now turn to the successor stage of the induction. The next section will deal

with the case where the ν task is a Pν-name of a member A of K.

In this section we will assume that the ν’s task is a Pν-name π such that 
Pν

”π is c.c.c”, i.e. a task in the list of tasks for the proof of MAℵ1 .

If 
Pν∗π (K |= ϕ1[B̌(ν, 0), · · · , B̌(ν, n− 1), A0, · · · , An−1]), then we define Pν+1

to be Pν ∗ π and B̌(ν + 1, i) to be B̌(ν, i), and proceed, as there is no difficulty.

Otherwise there seems to be a problem: on one hand, to achieve MAℵ1 , forcing

with Pν ∗π seems necessary. On the other hand, forcing with Pν ∗π will jeopardize

our attempts to maintain the structure of the Ai’s. Therefore we shall find a c.c.c

forcing set R, such that in V R, Pν ∗ π is no longer c.c.c, and more important, in

V R, (K |= ϕ1[B̌(ν, 0), · · · , B̌(ν, n − 1), A0, · · · , An−1]). This method is denoted as

the Explicit Contradiction Method, and it appears in [ARS] section 2.

To be more accurate, we define Pν+1 to be the forcing set R, which is con-

structed in the following lemma, which is lemma 10.6 from [ARS] (using Pν ∗π for

Q). The proof presented here is elaboration of the proof from [ARS]. Note that

techniques from the Isomorphism forcing (see section 2) serve as a ground for this

proof.
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Lemma 4.2. (CH) Let s be an assignment such that K |= ϕ1[s]. Suppose Q is a

c.c.c forcing set such that 
Q (K |= ¬ϕ1[s]). Then there is a c.c.c forcing set R

of power ℵ1 such that 
R (K |= ϕ1[s]), and 
R ( Q is not c.c.c ).

Proof. As K |= ϕ1[s], There is a conjunct of ϕ1, χ ≡ (
∧
. i∈I(zi)

εi = 0), such

that in V , K |= (χ[s]), but Q forces that K |= ¬(χ[s]). For every i ∈ I, let

Ci = s(zεii ), |I| = k, and Let m ≥ 2. Let M be a model that encodes all the

relevant information, and CM be the club of elementary substructures of M .

A set of k-tuples, 〈a0, · · · , ak−1〉,〈b0, · · · , bk−1〉, is called OP if for every i < j <

k: ai < bi if and only if aj < bj . Note that, if there was D ∈ K such that D � Ci

for every i < k, Then there was a B ⊆
∏
i<k

Ci such that if bα =
〈
b0α, · · · , bk−1

α

〉
, and

bβ =
〈
b0β, · · · , b

k−1
β

〉
are members of B then 〈bα, bβ〉 is OP.

Let τ be a Q-name such that 
Q (τ ⊆
∏
i<k Ci)∧(|τ | = ℵ1)∧(every two element

pair subset of τ is OP). For m ≥ 2 let {〈qα, a(α, 0), · · · , a(α,m− 1)〉 | α < ℵ1} be

such that:

1) For every α < ℵ1, qα ∈ Q, and for every i < m, qα 
Q ǎ(α, i) ∈ τ .

2) For every α < ℵ1 and i < j < m, there is γ ∈ CM such that a(α, i) < γ ≤

a(α, j), and for every α < β < ℵ1, there is γ ∈ CM such that a(α,m − 1) < γ ≤

a(β, 0).

Note that every a(α, i) is a k-tuple, already exists in V , and that when saying

a(α, i) < γ, we mean that in the ℵ1 enumeration of <, all of a(α, i) elements are

smaller than γ.

If, for i 6= j, qα 
Q (ǎ(α, i) ∈ τ ∧ ǎ(α, j) ∈ τ), then it is obvious that

〈a(α, i), a(α, j)〉 is OP. As for that, notice qα, qβ are compatible if and only if

for every i, j < m, 〈a(α, i), a(β, j)〉 is OP.

We say that qα and qβ are explicitly contradictive if for some i < m, 〈a(α, i), a(β, i)〉
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is not OP. Clearly, if qα and qβ are explicitly contradictive, then they are incom-

patible in Q.

Let R = {σ ⊆ ℵ1 | σ is finite, and for every distinct α, β ∈ σ, qα and qβ are

explicitly contradictive}. Let σ1 ≤ σ2, if σ2 ⊆ σ1. Let 1R = ∅.

We will show that R is c.c.c, 
R (Q is not c.c.c), and 
R (K |= ϕ1[s]) (to be

more accurate, we will find r ∈ R such that the forcing set R � r satisfies these

conditions).

1) 
R (K |= ϕ1[s]).

Suppose by contradiction that there is r ∈ R such that r 
R ¬(K |= ϕ1[s]).

We can assume that r = 1R and there is χ′ ≡ (
∧
. i∈I′(zi)

εi = 0), such that in

V , K |= (χ′[s]), but R forces that K |= ¬(χ′[s]). Suppose s(zεii ) = C ′i. Denote

|I ′| = k′.

Let η be a R-name such that 
R (η ⊆
∏
i<k′ C

′
i) ∧ (|η| = ℵ1) ∧ (every two

element pair subset of η is OP). Let {〈rα, bα〉 |α < ℵ1} be such that {bα |α < ℵ1}

is a family of pairwise disjoint k′-sequences, and rα ∈ R such that rα 
R b̌α ∈ η.

We clean the sequence {〈rα, bα〉 | α < ℵ1} as much as possible, as appeared in

other similar proofs (see theorem 2.1 for example).

We can assume that the rα’s are pairwise disjoint, and of the size l . Suppose

rα = {γ(α, 0), · · · , γ(α, l − 1)}, where the γ(α, i)’s appear in an increasing order.

For i < l, let a(γ(α, i)) = a(γ(α, i), 0)_ · · ·_ a(γ(α, i),m−1), where a(γ(α, i), j) is

the j element in γ(α, j). Recall that every such a(γ(α, i), j) is a k-tuple element.

Let aα = a(γ(α, 0))_ · · ·_ a(γ(α, l − 1)), and let cα = a_α bα. Then aα is a

concatenation of k-tuples, and bα is a k′-tuple.

As done many times before, let F be the closure of {cα | α < ℵ1} in <l∗m+k′ ,

and let δ0 ∈ CM be such that F is definable in N � M where |N | ∩ ℵ1 = δ0. Let
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α be such that δ0 < cα.

We want to duplicate 〈rα, bα〉, but before we start, we need additional notation.

Let d(i, j) = a(γ(α, i), j), d(i) = d(i, 0)_ · · ·_ d(i,m−1). Meaning that d(i, j) is a

k-tuple, and d(i) is such that if rα = 〈q0, · · · , ql−1〉 then qi 
Q d(i) ∈ τ . Let a, b, c

denote respectively aα, bα and cα.

Claim 4.3. There are c0, c1 ∈ F such that for i = 0, 1

ci = di(0, 0)_ · · · di(0,m− 1)_ · · · di(l − 1, 0)_ · · · di(l − 1,m− 1)_bi

and (1)
〈
b0, b1

〉
is not OP; (2) for every i < l, there is j < m, such that〈

d0(i, j), d1(i, j)
〉

is not OP.

The contradiction follows easily from the duplication claim, by choosing cβ

near enough to c0, and cγ near enough to c1. For such β, γ, Because of demand

(2) in the above claim, rβ ∪ rγ ∈ R, but due to demand (1), 〈bβ, bγ〉 is not OP.

Proof. Let ≤l denote the lexicographic order on l ×m. Then, for 〈i, j〉 ∈ l ×m,

there are β(i, j) in CM such that β(0, 0) ≤ d(0, 0) < β(0, 1) ≤, · · · ,≤ d(0,m−1) <

β(1, 0) ≤, · · · , < d(l− 1,m− 1). Let t = l ∗m, and {βi | i < t} be the enumeration

of the above β(i, j)’s. Let Ej = [βj , βj+1). In the duplication argument, there are

two cases to consider for how b is divided.

case 1: All the elements of b are in the same E-slice, suppose Ej . Recall that for

every bi in b, bi ∈ C ′i. As in V , there is no C ∈ K, such that, for every i < k′,

C � C ′i, then when we define the formula ϕj , in the duplication argument, we can

duplicate b into two copies b′, b′′ such that 〈b′, b′′〉 is not OP (using the well known

argument which appears in theorem 2.1).
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As m ≥ 2, then for every g < l there is h ≤ m, such that d(g, h) ∈ Es, and

Es 6= Ej . Hence in the duplication argument, in defining ϕs, we will duplicate

d(g, h) into two copies, d(g, h)′, d(g, h)′′ such that 〈d(g, h)′, d(g, h)′′〉 is not OP.

When constructing the two required elements of F , c0, c1, stage after stage, we

are free to choose any of the copies to construct c0 with (with the other copy we

will construct c1).

Then we can assume that b′ ∈ c0, and b′′ ∈ c1, and as 〈b′, b′′〉 is not OP,

demand (1) of the claim is met; and for every i < l, there is j < m, such that

〈d(i, j)′, d(i, j)′′〉 is not OP, and since, without loss of generality, d(i, j)′ ∈ c0, and

d(i, j)′′ ∈ c1, then demand (2) of the claim is met as well.

case 2: Suppose that there are i, j < k′ such that bi ∈ Ev, bj ∈ Ew, where

Ev 6= Ew.

In this case, if we are in step s and there are g < l, and h < m such that

d(g, h) ∈ Es, we define ϕs such that d(g, h) will be duplicated into two copies,

d(g, h)′, d(g, h)′′ such that 〈d(g, h)′, d(g, h)′′〉 is not OP; and if we are in step s

where there is no such d(g, h) in Es, then we just duplicate any elements of b that

might be in Es into two copies.

We are now constructing the two required elements of F , c0, c1, stage after

stage. Suppose that we are already past stage v, and are about to choose copies

from stage w. Suppose b′j , b
′′
j are the copies of bj , and b′j < b′′j . Then if in stage v,

we chose such that b0i < b1i , we will now assign b′j to c1, and b′′j to c0, so b1j < b0j .

And if b1i < b0i , then we will make the assignments such that b0j < b1j .

Then
〈
b0, b1

〉
is not OP, as b0i < b1i if and only if b1i < b0i , so demand (1) of the

claim is met. Note that, for every i < l, j < m, the copies of d(i, l) are not OP,

hence demand (2) is met as well. 4.3
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2) The reason that R is c.c.c follows from the same arguments as (1). We take an

ℵ1 conditions of R and by duplication we get two compatible conditions.

3) 
R (Q is not c.c.c)

Let G be an R-generic filter, and suppose by contradiction, that after forcing

with R, the set of elements that are stored in G, (
⋃

(
⋃

(
⋃
G)) to be more specific),

is countable. Let DG denote that set.

Then we will take all the r ∈ R, such that for each r there is an α < ℵ1 such

that r 
 (α = sup(DG)). These r form a dense set, and they are all contradictive,

thus form a maximal antichain in R. As R is c.c.c, this antichain is countable,

and therefore there is b ∈ ω1, such that 
R ( all of DG elements are smaller than

b). But as for every b ∈ ω1, there is x > b, such that x ∈ a, for some a ∈ q where

q ∈ Q, and q ∈ r′ where r′ ∈ R, it follows that for an R-generic filter G, such that

r′ ∈ G, x ∈ DG, whereas x > b, a contradiction. Therefore there is an r ∈ R, such

that r 
R D
G is uncountable). Then r 
R (Q is not c.c.c), and R � r is the forcing

set we will use. 4.2



60

5 The successor stage

We will now show the successive step of the induction, where ν’s task is a Pν-name

of a member A of KH .

We will find τ ⊆ n, and a forcing set that will create a universe, in which

A ∼=
⋃
i∈τ Ai, and 〈{Ai | i < n},�, ∗〉 ∼= 〈I(L),�, ∗〉. We thus state the following

lemma, which is lemma 10.7 from [ARS], and its proof will occupy us through the

whole section.

Lemma 5.1. Let {Ai|i < n}, {Bi|i < n} and {Fi|i < n} be as defined before.

For each i < n let B(i) ∈ Fi be such that B(i∗) = B∗(i), and such that K |=

ϕ1[B(0), · · · , B(n− 1), A0, · · · , An−1]. Let A ∈ KH .

Then there is τ ⊆ n, and B′(i) ∈ Fi such that for every i < n, B′∗(i) = B′(i∗),

and there is an ℵ1 c.c.c forcing set P such that

1. 
P (A ∼=
⋃
i∈τ Ai).

2. 
P (K |= ϕ1[B′(0), · · · , B′(n− 1), A0, · · · , An−1]).

Note that as the induction continues, new members of K are created. However,

as every member of K becomes a member of KH before ℵ2 steps, we can consider

only the members of KH , as the list of tasks we have made will take care of all

new members of KH as well.

The reminder of this section is devoted to the proof of the above lemma, but

first we show how to define πν+1 and B(ν + 1, i), and how (B)→ (A) of the main

theorem, theorem 3.3, follows from what has been described so far. Let πν+1 be

the Pν-name of the forcing set P of lemma 5.1 and B̌(ν + 1, i) be the Pν-name of

the B′i of lemma 5.1.

Let P = Pℵ2 . Clearly 
P MAℵ1 , and 
P (∀A ∈ KH)(∃τ ⊆ n)(A =
∨.
i∈τAi).

It is already in V that if i � j then Ai � Aj . So it remains to show that if i 6� j
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then 
P Ai 6� Aj . Suppose the contrary. Let G be P -generic, W = V [G], and

let f : Ai → Aj be an OP function belonging to W . As |f | = ℵ1, then for some

ν < ℵ2, f ∈ V [G ∩ Pν ]
def
= Wν . But in Wν , B(ν, i) ⊥ Aj , a contradiction, as

B(ν, i) ⊆ Ai, and f(B(ν, i)) ⊆ Aj .

Hence 〈{Ai | i < n},�〉 ∼= 〈I(L),�, ∗, 〉. Now, using MAℵ1 , we get from Propo-

sition 3.8 that I(KHZ) = {Ai | i < n}, and that
〈
KHZ ,�, ∗

〉 ∼= 〈L,�, ∗〉. That

settles theorem 3.3 .

We now turn to the proof of lemma 5.1.

Proof of lemma 5.1:

Let A ∈ KH . We can assume that A is dense in <, and by theorem 1.13 we

can assume that A ∈ K2H which means that every two intervals of A are order

isomorphic. In fact we can assume that A is isomorphic to any non empty interval

of A.

The proof of lemma 5.1 will be made in four steps:

1. We find τ ⊆ n such that A can be isomorphic to
⋃
i∈τ Ai. We will see that

we do not have many options in choosing τ .

2. Let F (i) = Fi � B(i). It is easy to see that F (i) is also a filter, and as

F ∗i = Fi∗ , and B(i∗) = B∗(i), then F (i∗) = F ∗(i). From each F (i) we

choose residues of B(i), that is B0(i) ∈ F (i), such that the structure, when

considering the B0(i)’s instead of the B(i)’s, will remain solid. Apart from

that, we choose dense subsets of A: {B1(i) | i ∈ τ} such that for every i ∈ τ ,

replacing B0(i) with B1(i) will leave the structure solid as well.

3. We expand every B1(i) to Bi
1 ⊇ B1(i), such that A ⊆

⋃
i∈τ B

i
1, and expand

every B0(i) to Bi
0, where for every i < n, B0(i) ⊆ Bi

0, and Aτi ⊆
⋃
j∈τj B

j
0.
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By doing that, we will have make sure the structure is maintained when

considering the expanded sets.

4. For every i ∈ τ we trim Bi
1 to a certain set Di

1, and trim Bi
0 to a certain set

Di
0, so that

⋃
i∈τ D

i
0 =

⋃
i∈τ Ai, and

⋃
i∈τ D

i
1 = A. Then we finally define

the forcing set which will create a universe in which
⋃
i∈τ D

i
0 and

⋃
i∈τ D

i
1

are isomorphic, while keeping the structure maintained; thus meeting the

requirements of lemma 5.1.

Our first goal will be to find a τ subset of n, that eventually A will become

isomorphic to
⋃
i∈τ Ai.

5.1 Step 1 - Defining the collection {Ai | i ∈ τ}

Recall that we may assume that A ∈ K2H and dense in <. Suppose that A has a

subset D ∈ K such that for some i < n, D � Ai. When we want to find τ ⊆ n

such that, eventually, A will become isomorphic to
⋃
i∈τ Ai, we have to take D

into consideration, as if there is Aj which is far from Ai, then j cannot be in τ .

This notion will lead us to the following:

Definition 5.2. For A ∈ KH , we define

η(A) = {σ ⊆ n | (∃D ∈ K)((D � A) ∧ (∀i ∈ σ,D � Ai) ∧ (∀i 6∈ σ,D ⊥ Ai))}.

The set D which satisfies the above conditions for σ ∈ η(A) is denoted as a a

witness for σ.
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Corollary 5.3. 1. For every σ ∈ η(A), if i ∈ σ and i � j than j ∈ σ.

2. For every D1, D2 ∈ K, if D1 ⊆ D2 then η(D1) ⊆ η(D2).

3. For every A ∈ KH , η(A) 6= ∅

Proof. Easy.

by 1.11 we can assume that A ∈ K2H , and is isomorphic to any non empty

interval of A; hence for every two non empty intervals, I, J , of A, η(I) = η(J).

For σ ∈ η(A), we denote
⋂
i∈σ τi as the set of roots of σ. If σ = ∅ as can

happen, we simply denote
⋂
i∈∅ τi = n.

Note that, if i, j ∈ σ where σ ∈ η(A), then there is D ∈ K witness for σ such

that D � Ai, Aj . As our induction preserves the structure, it means that Ai and

Aj were not far at the initial step of the induction, hence there is k < n such that

Ak � Ai, Aj , meaning that τi ∩ τj 6= ∅,. As σ is finite, and every τi is downward

closed, the set of roots of σ is not empty, and is downward closed as well.

Definition 5.4. Let τ = {j ∈ n | (∃σ ∈ η(A) such that j is a root of σ}.

If η(A) is empty let τ simply be {1, · · · , n}.

Note that τ is downward closed. By the discussion above it is natural why we

wish A to become isomorphic to shuffle of
⋃
i∈τ Ai.

Example: Suppose {i, j} = η(A) and let D � A be a witness for {i, j}. Then,

although in the initial step, D would have had to be embedded in a root of

τi, τj , it does not have to be the situation in the following steps . That is be-

cause the residues of the Bi’s are getting smaller, and D can be embedded in

Ai\
(
B(i) ∪

⋃
l�iAl

)
, and in Aj\

(
B(j) ∪

⋃
l�j Al

)
which are no longer empty as

they were in the initial step. Suppose Ak � Ai, Aj . Then in this example k is a
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root of σ, so making A isomorphic to Ak will not harm the structure. However

making A isomorphic to Ai can make Ai and Aj isomorphic, perhaps against our

will.

5.2 Step 2 - Finding dense sets in A

Finding τ , we now proceed. This step is an elaboration of lemma 10.8 from [ARS].

Lemma 5.5. (CH) Let Ai, B(i), F (i), A and τ be as before. Then there are

{B0(i) | i < n} and {B1(i) | i ∈ τ} such that:

1. B0(i) ∈ F (i), and B0(i∗) = B∗0(i).

2. B1(i) ∈ K, B1(i) is a dense subset of A, and for i 6= j, B1(i) ∩B1(j) = ∅.

3. For every i, j ∈ τ where i 6= j, B1(i)⊥⊥B1(j) and B1(i) ⊥ B∗1(i).

4. for every j ∈ τ , i < n, B1(j)⊥⊥B0(i).

Proof. Recall that we have defined τ as {j ∈ n | ∃σ ∈ η(A) such that j is a root of

σ}. For every σ ∈ η(A) we choose a set Dσ which is a witness of σ. As A is dense

in <, and isomorphic to every non empty interval of A, then for every rational

interval I, there is DI
σ such that DI

σ ⊆ I, and DI
σ
∼= Dσ. Thus we define Dm

σ as

the mixing of Dσ; that is Dm
σ =

⋃
{DI

σ | I is a rational interval}.

For every j ∈ τ let D1(j) =
⋃
{Dm

σ | j is a root of σ}. Then D1(j) is a finite

union of such Dm
σ ’s and is dense in A. It is in D1(j) that we will find a dense

subset B1(j) which will suit our needs.
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Let U ⊆ n be such that for every i < n, |U ∩ {i, i∗}| = 1. We use lemma 1.14

with B(i), with its enumeration, instead of Ai for every i ∈ U , and D1(j) as A′j for

every j ∈ τ . We obtain {B0(i) | i ∈ U} ⊆ K where every B0(i) is a dense subset

of B(i), and pairwise disjoint {B1(i) | i ∈ τ} ⊆ K where every B1(i) is a dense

subset of D1(i) (and therefore dense in A). For every i ∈ U , if i 6= i∗, we define

B0(i∗) = B∗0(i); as for every i < n, B(i∗) = B∗(i), then B0(i) is well defined and

is dense in B(i). Apart from that, for every i, j ∈ τ where i 6= j, B1(i) ⊥ B∗1(i),

B1(i)⊥⊥B1(j), and for every j ∈ τ and i ∈ U , B1(j)⊥⊥B0(i), and as B0(i∗) = B∗0(i)

then B1(j)⊥⊥B0(i) for every j ∈ τ and i < n as well.

It remains to show that for every i < n, B0(i) ∈ F (i). As every B(i) is

dense in <, then we can easily construct the B0(i)′s in lemma 1.14 such that if

{b(α, i, I)|α < ℵ1} is the enumeration of every interval of B(i), then B0(i) contains

a club of these elements. Then for every i ∈ U B0(i) ∈ F (i), and as F (i∗) = F ∗(i),

then B0(i) ∈ F (i) for every i < n.

Finding {B1(i) | i ∈ τ}, and {B0(i) | i < n}, we proceed. We already know

that K |= ϕ1[B(0), · · · , B(n − 1), A0, · · · , An−1]. First we wish to see that K |=

ϕ1[B0(i)|i < n;A0, · · · , An−1], where every xi is replaced by B0(i), and every yi is

replaced by Aτi . Then we wish to see that for every i ∈ τ we can sometimes use

B1(i) as an assignment for xi instead of B0(i), and that K will still suffice ϕ1 with

this new assignment. Later, this fact will insure us that even if B0(i) and B1(i)

become close, our structure will remain solid. To be more accurate, we define the

following:
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Definition 5.6. For a variable xi, x0
i and x1

1 are called copies of xi, and for a

variable yτ , y0
τ , and y1

τ are called copies of yτ .

A formula ϕ′ is called a copy of ϕ0 if it is gotten from ϕ0 by a syntaxis replace-

ment of every occurrence of a variable in ϕ0 by one of it’s copies (two occurrences

of the same variable can be replaced by two different copies).

Let ψ0 be the conjunction of all copies of ϕ0, and ψ1 be the conjunction of all

copies of ϕ1.

We again make the convention that for an assignment s such that Dom(s) ⊆

{xli | i < n, l ∈ {0, 1}}∪ {ylτ | τ ⊆ n, l ∈ {0, 1}}, K |= ψ[s] means that all conjuncts

of ψt which variables belong to Dom(s) are satisfied. Note that to obtain a copy

of ϕ1, we first take ϕ1, and only then replace the variables with their copies, and

make the assignment. Otherwise there could be additional farness formulas in ψ

as the assignment now includes Aτ as well.

Lemma 5.7. (CH) Let τ , {B0(i) | i < n}, {B1(i) | i ∈ τ}, {Ai | i < n} and A be

as above. Let A0
τi = Ai, A1

τ = A, B0
i = B0(i), B1

i = B1(i). Then

K |= ψ1[B0
i |i < n;B1

j |j ∈ τ ;A0
τi |i < n;A1

τ ],

where each B0
i replaces x0

i , B
1
i replaces x1

i , Aτi
0 replaces y0

τi, and A1
τ replaces

y1
τ .

Proof of lemma 5.7.

Denote s′ as the assignment mentioned in the lemma. We want to see that

K |= ψ1[s′]. To prove that, we will go over all the F-formulas, and see that for

every F-formula χ, if K |= ¬χ[s′] then χ is not a conjunct of ψ1. This task appears

tedious, but we will show that there are only several types of F-formulas that will

interest us, as other types will follow automatically.
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Definition 5.8. Given an F-formula χ ≡ (
∧
. i∈Iz

εi
i = 0), we denote χ∗

def
= (

∧
. i∈Iz

1−εi
i =

0). Similarly let χ+ be the formula obtained from a copy of χ, by replacing every

occurrence of (x0
i )
∗ or (y0

τi)
∗ with x0

i∗ and y0
τ∗i

respectively.

Claim 5.9. Let χ ≡ (
∧
. i∈Iz

εi
i = 0) be an F-formula. Let χ′ be an F-formula

obtained from χ such that for every i ∈ I, some (or none) occurrences of x∗i

are replaced with xi∗, and some (or none) occurrences of y∗τi are replaced with

yτ∗i . Then χ′ is a conjunct of ϕ1 if and only if χ is a conjunct of ϕ1 (recall that

τ∗i = {j∗ | j ∈ τi} is actually τi∗, A � B).

Proof. As all the fine-assignments (defined in subsection 3.4) has the property

that if s0 is such an assignment then s0(x∗i ) = s0(xi∗), and s0(y∗τi) = s0(yτ∗i ), then

in every finite distributive lattice L′ |= χ[s0] if and only if L′ |= χ′[s0].

Lemma 5.10. 1. χ is a conjunct of ψ1 if and only if χ∗ is a conjunct of ψ1 if

and only if χ+ is a conjunct of ψ1.

2. K |= χ[s′] if and only if K |= χ∗[s′] if and only if K |= χ+[s′].

Proof.

1. See lemma 3.14 for χ∗. By the definition of ψ1, and the above claim, χ ∈ ψ1

if and only if χ+ ∈ ψ1.

2. As for every i < n (B0
i )∗ = B0

i∗ , and (A0
i )
∗ = A0

τ∗i
, then K |= χ[s′] if and

only if K |= χ+[s′]. It is easy to see that K |= χ[s′] if and only if K |= χ∗[s′].

Hence we see that most of the types of the F-formulas are already sorted out.

In fact the F-formulas that we need to inspect closely are only those of the form
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(
∧
. i∈σy

0
τi)∧. (

∧
. {t | t ∈ T}) = 0,

where σ is a set of variables, and T is subset of

{x0
j | j < n} ∪ {x1

j | j ∈ τ} ∪ {(x1
j )
∗ | j ∈ τ} ∪ {y1

τ , (y
1
τ )∗}

and T intersects the union of the first three sets at most once.

We will now go over the possibilities of T , and see that for every χ of that

form, if K |= ¬χ[s′] then χ is not a conjunct of ψ1. Note that it is interesting to

see that if y1
τ is taking place in a copy of a farness formula, then there is j < n

such that τ = τj .

Case 1 T = {x0
j} for some j < n.

Suppose χ ≡ ((
∧
. i∈σy

0
τi)∧. x

0
j = 0), and K |= ¬χ[s′] As B0

j is a residue of

B(j), and every F-formula that is sufficed with B(j), will be sufficed with a

residue of B(j), then χ is not a conjunct of ψ1.

Case 2 T = {x1
j} for some j < n.

Suppose χ ≡ ((
∧
. i∈σy

0
τi)∧. x

1
j = 0), and K |= ¬χ[s′]. Then there is C ∈ K

such that C � A0
τi for every i ∈ σ, and C � B1

j . As B1
j ⊆ D1(j), then

C � D1(j). Hence, by the definition of D1(j), there is D ∈ K, a witness

for σ′ ⊆ n such that j ∈
⋂
l∈σ′ τl and C � D. As D witnesses σ′, D is far

from all Aτl where l 6∈ σ′. Since ,for every i ∈ σ, D∧. Aτi 6= 0 , it follows that

σ ⊆ σ′. So j ∈
⋂
i∈σ τi. Hence, by lemma 3.14, xj∧.

∧
. i∈σyτi = 0 is not an

F-formula derived from ϕ0; therefore χ is not a conjunct of ψ1.

Case 3 T = {(x1
j )
∗} for some j < n.

As in previous cases it follows thatK |= ¬χ[s′] where χ ≡ ((
∧
. i∈σy

0
τi)∧. (x1

j )
∗ =

0), and again, it means that (B1
j )∗∧.

∧
. i∈σA

0
τi 6= 0. The following claim will
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show that j∗ ∈
⋂
i∈σ τi, and, precisely as in case 2, it implies that χ is not a

conjunct of ψ1.

Claim 5.11. If (B1
j )∗∧.

∧
. i∈σA

0
τi 6= 0 then j∗ ∈

⋂
i∈σ τi.

Proof. Suppose (B1
j )∗∧.

∧
. i∈σA

0
τi 6= 0. Then ,as before, there is C ∈ K such

that C � Aτi for every i ∈ σ, and C � (B1
j )∗ which leads to C∗ � D1(j).

So there is σ′ ∈ η(A) such that j ∈
⋂
i∈σ′ τi, and there is D ∈ K, a witness

for σ′, such that D∗∧.
∧
. i∈σA

0
τi 6= 0.

So D∧.
∧
. i∈σ(A0

τi)
∗ 6= 0, and because (A0

τi)
∗ = A0

τi∗
, then D∧.

∧
. i∈σA

0
τi∗
6= 0,

hence D∧.
∧
. i∈σ∗(A

0
τi) = 0 where σ∗ = {j∗ | j ∈ σ}. Hence, σ∗ ⊆ σ′. So

j ∈
⋂
i∈σ∗ τi leads to j∗ ∈ (

⋂
i∈σ∗ τi)

∗ =
⋂
i∈σ∗(τi)

∗ =
⋂
i∈σ∗ τi∗ =

⋂
i∈σ τi.

Case 4 T = {y1
τ}.

As in previous cases, the meaning is
∧
. i∈σAi∧. A 6= 0. So there is σ′ ∈ η(A),

such that σ ⊆ σ′. So
∧
. i∈σ′Ai 6= 0, and since K |= ϕ1[Aτ0 , · · · , Aτn−1 ], it

follows that
⋂
i∈σ′ τi 6= 0 as well. So there is j ∈ n such that j ∈

⋂
i∈σ′ τi. As

σ ⊆ σ′, it means that j ∈
⋂
i∈σ τi as well, and by the definition of τ , j ∈ τ ;

hence χ is not a conjunct of ψ1.

Case 5 T = {(y1
τ )∗}.

This case can be easily reduced to case 4, by replacing χ by χ∗, and then

with (χ∗)+.
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Case 6 T = {(x1
j )
∗, y1

τ}.

Claim 5.12. if (B1
j )∗∧. A1

τ 6= 0 then j∗ ∈ τ .

Proof. Suppose (B1
j )∗∧. A1

τ 6= 0. Let σ ∈ η(A) be such that j ∈
⋂
i∈σ τi, and

let D ∈ K be such that D � D∗σ∧. A1
τ . As D∗ � Dσ, then for every i ∈ σ∗,

D � Ai, and for every i 6∈ σ∗ D∧. Ai = 0; and as D � A, then D is a witness

for σ∗. Hence, σ∗ ∈ η(A), and since j ∈
⋂
i∈σ τi, then j∗ ∈

⋂
i∈σ∗ τi, meaning

j∗ is a root of σ∗. So by the definition of τ , j∗ ∈ τ .

Now, as in previous cases, T = {(x1
j )
∗, y1

τ} means
∧
. i∈σAi∧. (B1

j )∗∧. A 6= 0. As

(B1
j )∗∧. A 6= 0, then by the above claim j∗ ∈ τ , and as

∧
. i∈σAi∧. (B1

j )∗ 6= 0,

then because of claim 5.11, it follows that j∗ ∈
⋂
i∈σ τi. So all in all we get

j∗ ∈ τ ∩ (
⋂
i∈σ τi), which means that χ is not a conjunct of ψ1.

Case 7 T = {(y1
τ )∗, y1

τ}.

As in previous cases
∧
. i∈σAi∧. A∗∧. A 6= 0. Then let D ∈ K be such that

D � A,
∧
. i∈σAi, and D � A∗. As D �

∧
. i∈σAi, there is σ′ ∈ η(A) such that

σ ⊆ σ′, and D witnesses σ′; hence there is j < n such that j ∈
⋂
i∈σ′ τi, so

j ∈ τ . As D � A∗ ,then D∗ � A and as in previous cases, σ∗ ∈ η(A), hence

j∗ ∈
⋂
i∈σ′∗ τi. So j∗ ∈ τ (as j∗ is a root of σ∗), hence j ∈ τ∗. Then χ is not

a conjunct of ψ1, as j ∈ (τ ∩ τ∗ ∩
⋂
i∈σ τi).

Case 8 T = {x0
i , y

1
τ}

This case resembles case 4. if χ ≡ ((
∧
. i∈σy

0
τi)∧. x

0
i ∧. y0

τ = 0), means
∧
. i∈σAi∧. B0

i ∧. A 6=

0, then it must be that i ∈ σ.

If χ ≡ (x0
i ∧. y0

τ = 0), means B0
i ∧. A 6= 0 then there is σ′ ∈ η(A), such that i

is a root of σ′, hence i ∈ τ , and we reach a contradiction.
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Case 9 T = {x1
i , y

1
τ}

Suppose χ ≡ (x1
i ∧. y1

τ = 0), and B1(i)∧. A 6= 0. By definition, B1(i) ⊆ D1(i),

where i ∈ τ . so χ is not a conjunct of ψ1.

Because of the same reason, if χ ≡ ((
∧
. i∈σy

0
τi)∧. x

1
i ∧. y1

τ = 0), means
∧
. i∈σAi∧. B1(i)∧. A 6=

0, then the case is reduced to case 2, where
∧
. i∈σAi∧. B1(i) 6= 0.

The few other cases are proven in the very same way. That sums the proof for

lemma 5.7.

5.3 Step 3 - Expanding the dense sets

The following section is an elaboration of lemma 10.9 from [ARS].

So far we have established a collection of pairwise disjoint dense subsets of A,

{B1(i) | i ∈ τ} ⊆ K, and a collection of sets {B0(i) | i < n} ⊆ K where for each

i < n, B0(i) ∈ F (i). What we seek, is a way to enlarge the B1(i)’s so that the

B1(i)’s will include all A, and to enlarge the B0(i)’s so that eventually the B0(i)’s

will include all {Ai | i ∈ τ}. This, without causing the structure to change.

to simplify, suppose |τ | = n1; as it will not matter, we can rearrange {0, · · · , n−

1}, thus making τ = {0, · · · , n1 − 1}.

Lemma 5.13. (CH) Let {Ai | i < n}, A, {B0(i) | i < n}, and {B1(i) | i < n1} be

as from lemma 5.5.

Then there are pairwise disjoint {B′0i | i < n} ⊆ K, and pairwise disjoint

{B′1i | i < n1} ⊆ K, such that:

1. For every i < n, B0(i) ⊆ B′0i , and for every i < n, Aτi ⊆
⋃
j∈τi

B′0j .
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2. For every i < n1, B1(i) ⊆ B′1i , and for every i < n1, A ⊆
⋃
j∈τ

B′1j .

3. Let A0
τi = Aτi, and let A1

τ = Aτ . Then, with the obvious assignment,

K |= ψ1[B′0i |i < n;B′1i |i < n1;A0
τi |i < n;A1

τ ].

Proof. Let M be a model, such that |M | = ℵ1, all the information stored in the

lemma is encoded in M , and M includes an enumeration of all the maximal real

monotonic function (these functions can be either OP or OR). For every CM -slice

E, we decide how to divide the elements of E among the B′0i ’s, and the B′1i ’s .

We will see that we can do that independently for every CM -slice. We make an

abuse of notation by defining the elements of E as the actual elements of the sets

mentioned in the lemma.

Let E = {am |m ∈ ω} be a CM -slice, and let FE be the set of all maximal

real monotonic functions which are definable, by the enumeration above, from the

ordinals {α | α < min(E)}; we denote FE as F . As CM is the club of elementary

substructures, it is clear that FE is countable and closed under composition, and

for every f ∈ F , f∗ is in F as well.

We decide by induction on m < ω to which B′0i , or B′1i , am will eventually

belong. At step m of the induction, we denote the so far expansions of the B0(i)’s,

and the B1(i)’s as B′0i (m), and B′1i (m) respectively.

Claim 5.14. Let M,CM , E be as above. Let C0, · · · , Ck−1 be members of K, dense

in <, such that C0, · · · , Ck−1 are encoded in M and such that there is no C ∈ K,

such that for every i < k, C � Ci. Then there are no a ∈ EC , and f0, · · · , fk−1

functions in F such that f0, · · · , fk−1 are OP functions, and such that for every

i < k, fi(a) ∈ Ci.
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Proof. Suppose there were such functions f0, · · · , fk−1 in F , And let N ≺ M

be an elementary substructure such that N ∩ ℵ1 = min(EC). Let ϕ(x) be the

following formula:

ϕ(x) ≡ (∀i < k)fi(x) ∈ Ci

Then M |= ∃xϕ(x). As a 6∈ N , it follows that for every β ∈ N , M |= (∃x >

β)ϕ(x). So N |= (∀y∃x > y)ϕ(x). As N ≺ M , M |= (∀y∃x > y)ϕ(x). Hence the

set C ′ ≡ {a ∈ M | (∀i < k)fi(a) ∈ Ci} is uncountable. As C ′ contains a subset

C ∈ K (see 1.1) we reach a contradiction, as for every i < k fi � C is an OP

function from C to Ci.

For every m < ω, let sm be the obvious assignment for stage m, that is an as-

signment which respectively puts for every i < n, j < n1, B′0i (m) in x0
i , (B′0i (m))∗

in (x0
i )
∗, B′1i (m) in x1

i , (B′1i (m))∗ in (x1
i )
∗; and over the Ai’s it puts for every i < n

A0
τi in y0

τi , (A0
τi)
∗ in (y0

τi)
∗, A1

τ in y1
τ , and (A1

τ )∗ in (y1
τ )∗.

As our desire is to keep the farness between the upcoming sets, according to

claim 5.14, our induction hypothesis will be the following:

Suppose we are at stage m, and let χ be a conjunct of ψ1, where χ is of the form

χ ≡
∧
. i∈I(z

ηi
i )εi = 0, where ηi, εi ∈ {0, 1} such that if εi = 1 then (zηii )εi = (zηii )∗,

and if εi = 0 then (zηii )εi = zηii .

Then there is no a ∈ EC , for which there are sets of OP functions {fi ∈ F | i ∈

I}, such that for every i ∈ I, fi(a) ∈ sm((zηii )εi).

By claim 5.14, If there were such functions for some a ∈ EC , χ could not have

been a conjunct of ψ1.

For step 0, let B′0i (0) = B0(i), B′1i (0) = B1(i). Then the induction hypothesis
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holds as

K |= ψ1[B0
i |i < n;B1

i |i < n1;A0
τi |i < n;A1

τ ].

For step m+ 1, suppose B′00(m) · · ·B′0n−1(m), B′10(m) · · ·B′1n1−1(m) have been

defined. Our goal is to find to which of the B′0i (m)’s, B′1i (m)’s attach am, and

while doing that, to keep the induction hypothesis.

If for every i < n, am 6∈ Aτi , and am 6∈ A, then we make no changes; means

that we define B′0i (m + 1) = B′0i (m) for i < n, and B′1i (m + 1) = B′1i (m) for

i < n1, and proceed to the next step on induction.

Otherwise, let

I0 =
⋂
{τi ⊆ n | (∃f ∈ F )f is OP, and f(am) ∈ A0

τi}.

I1 = τ - if there is f ∈ F such that f is OP, and f(am) ∈ A1
τ , and ∅ else.

I2 = τ - if there is f ∈ F such that f is OP, and f(am) ∈ (A1
τ )∗, and ∅ else.

For a non empty set X and a set Y let X∩. Y be the following operation: If

Y = ∅ then let X∩. Y = X. Else let X∩. Y = X ∩ Y .

Now let τ ′
def
= I0∩. I1∩. I2. The cases of lemma 5.7 show that τ ′ is not empty.

For example, suppose i < n such that am ∈ A0
τi\
⋃
j�iA

0
τj . Then the identity

function is an OP function in F which puts am in A0
τi . So τ ′ ⊆ τi. For the same

reason, if am ∈ A1
τ , then τ ′ ⊆ τ .

We next define:

J0 = {i < n | (∃f ∈ F ), f is OP, and f(am) ∈ B′0i (m)}

J1 = {i < n1 | (∃f ∈ F ), f is OP, and f(am) ∈ B′1i (m)}

J2 = {i < n | (∃f ∈ F ), f is OP, and f(am) ∈ (B′0i (m))∗}

J3 = {i < n1 | (∃f ∈ F ), f is OP, and f(am) ∈ (B′1i (m))∗}
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Note that J0 ∪ J1 contains at most one element. Else, suppose there were

i ∈ J0, j ∈ J1, i 6= j; then by the induction hypothesis, χ0 ≡ (x0
i ∧. x1

j = 0) would

not be a conjunct of ψ1, a contradiction, as χ0 is a copy of a conjunct of conjunct

of ψ0. For the same reason J2 ∪ J3 contains at most one element, and if there are

i ∈ J0 ∪ J1, and j ∈ J2 ∪ J3, then i = j∗.

Note that if i ∈ J0 ∪ J1, then i ∈ τ ′. That is because suppose that, without

loss of generality i ∈ J0, then B′0i (m)∧.
∧
. τi∈I0Aτi∧. A∧. A

∗ 6= 0, and as in case 7 of

lemma 5.7, it follows that i ∈
⋂
τi∈I0 τi ∩ τ ∩ τ

∗. Of course I0, I1 or I2 maybe

empty, but as seen before we get the same result.

For the same reason, if i ∈ J2 ∪ J3 then i∗ ∈ τ ′.

We finally come to the definition the member i0, such that am will be added

to B′0i0(m) or to B′1i0(m).

If J0 ∪ J1 6= ∅ then let i = J0 ∪ J1, and we define i0 = i. Else, if J2 ∪ J3 6= ∅

then let i = J2 ∪ J3, and we define i0 = i∗. Else let i0 be any member of τ ′ (recall

that τ ′ 6= ∅).

Now for i 6= i0, define B0
i (m + 1) = B0

i (m). If there is j < n such that

am ∈ A0
τj , define B0

i0
(m+ 1) = B0

i0
(m) ∪ {am}; else, define B0

i0
(m+ 1) = B0

i0
(m).

Same, for i 6= i0, define B1
i (m+ 1) = B1

i (m). If am ∈ Aτ1, define B1
i0

(m+ 1) =

B1
i0

(m) ∪ {am}; else, define B1
i0

(m+ 1) = B1
i0

(m).

It is left to see that the induction hypothesis holds. Let χ be a conjunct of

ψ1, where χ is of the form of χ ≡ (
∧
. i∈I(z

ηi
i )εi = 0). Let sm+1 be the obvious

assignment as indicated in the induction hypothesis. There are two cases which

might disturb the induction hypothesis( which so far was being kept):
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Case 1: There is a set of OP functions {fi ∈ F | i ∈ I}, such that for every i ∈ I,

fi(am) ∈ sm+1((zηii )εi).

In the induction step, am was added to a certain B′0j0(m) or B′1j0(m). By the

definition of τ ′ in the construction process j0 ∈ τ ′, hence if zi is of the sort

of (xj)εj ,then jεj = j0. This is because we have seen that if there is an OP

function f such that f(am) ∈ s(xεjj ) then j = j0. For the same reason, for

every i ∈ I, if zi is of the sort yεττ where τ is any subset of n, then τ ′ ⊆ τ ετ ,

hence j0 ∈ τ ετ .

So let χ′ ≡ (
∧
. i∈Iz

εi
i = 0) be the origin of χ (means that χ is a copy of χ′).

For every i ∈ I, if zi is of the sort xj , then j = j0, and if zi is of the sort yτ

where τ ⊆ n, then j0 ∈ τ . Hence by lemma 3.14, χ′ is not a conjunct of ϕ1,

so χ is not a conjunct of ψ1, a contradiction.

Case 2: There is a ∈ EC , a 6= am, and there is a set of OP functions {fi ∈ F | i ∈ I},

such that for every i ∈ I, fi(a) ∈ sm+1((zηii )εi).

Then there is i0 ∈ I, such that sm+1((z
ηi0
i0

)εi0 ) = sm((z
ηi0
i0

)εi0 ) ∪ {am}, and

such that 〈a, am〉 ∈ fi0 . Else, for every i ∈ I, fi(a) ∈ sm((zηii )εi), a contra-

diction to the induction hypothesis.

As fi0 is an OP function in F , f−1
i0

is an OP function in F , and 〈am, a〉 ∈ f−1
i0

.

As F is closed under compositions, {f−i0 1 ◦ fi | i ∈ I} is a set of OP functions

in F , and for every i ∈ I, fi(f−i0 1(am)) ∈ sm+1((zηii )εi); a contradiction to

case 1.

Now, for every i < n, define B′0i =
⋃
E∈CM

(⋃
{m∈ω | am∈E}B

0
i (m)

)
, and for

every i < n1, define B′1i =
⋃
E∈CM

(⋃
{m∈ω | am∈E}B

1
i (m)

)
.

We have managed to establish pairwise disjoint sets {B′0i | i < n} such that for
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every i < n, B0(i) ⊆ B′0i , and pairwise disjoint sets {B′1i | i < n1} such that for

every i < n1, B1(i) ⊆ B′1i . As for every i < n, |B0
i | = ℵ1, and B0(i) is in K and

dense in <, then B′0i is also in K, and dense in <, and same goes for the B′1i ’s as

well.

By the construction process, if am ∈ Aτi , then there is j < n such that am ∈ B′0j
where j ∈ τi, which insures that Aτi ⊆

⋃
j∈τi B

′0
j . Same, if am ∈ Aτ , then there is

j < n1 such that am ∈ B′1j where j ∈ τ , which insures that Aτ ⊆
⋃
j∈τi B

′1
j .

Last, let s′ be the sort of assignment, defined many times before, which refers

to the B′0i ’s, B
′1
i ’s ,and let χ ≡ (

∧
. i∈I(z

ηi
i )εi = 0) be a conjunct of ψ1. Suppose by

contradiction that K |= ¬χ[s′]. Then there is D ∈ K such that for every i ∈ I,

D � s′((zηii )εi). We can assume that there is i0 ∈ I such that D ⊆ s′((z
ηi0
i0

)εi0 ).

Then for every i ∈ I there is an OP function fi such that for every d ∈ D, fi(d) ∈

s′((zηii )εi). So we start from a model N �M in which all the fi’s are defined, and

since D is unbounded, there is a CM -slice E, and a ∈ E, such that a ∈ D, and for

every i ∈ I, fi is a member of FE . Suppose E = {am |m ∈ ω}, then there is m < ω

such that a = am. Let sm be the assignment defined at the slice E, at step m (as

defined in the construction process). Then by the definition of s′, for every i ∈ I,

am ∈ sm+1((zηii )εi). A contradiction to the induction hypothesis for step m+ 1 at

the CM -slice E, as there are a ∈ E and a set of OP functions {fi ∈ F | i ∈ I},

such that for every i ∈ I, fi(a) ∈ sm+1((zηii )εi), where χ ≡ (
∧
. i∈I(z

ηi
i )εi = 0) is a

conjunct of ψ1. 5.13
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5.4 Step 4 - Defining the forcing set

After obtaining pairwise disjoint {B′0i | i < n} and {B′1i | i < n1} from lemma

5.13, we now proceed. First, we would like to trim the B′0i ’s, and the B′1i ’s so that

the union of the trim sets will be
⋃
i∈τ

Aτ0
i
, and A1

τ respectively. Then, we would

finally like to state the forcing set, that will eventually lead to a universe where⋃
i∈τ

Aτ0
i

∼= A, and still 〈{Ai | i < n},�, ∗〉 ∼= 〈I(L),�, ∗〉.

Definition 5.15. For every i ∈ τ , let D1
i = B′1i ∩A1

τ , and for every i ∈ τ as well,

let D0
i = B′0i ∩ (

⋃
j∈τ A

0
τj ).

Note that both the D0
i ’s, and the D1

i ’s are members of K and dense in <. For

the D1
i ’s it is immediate, as for every i ∈ τ , B′1i ⊆ A1

τ , so D1
i = B′1i . As for every

i ∈ τ , Bi(0) ⊆ B′0i ∩A0
τi , then as Bi(0) ⊆ D0

i , and Bi(0) is in K, and is dense is <,

D0
i is also a member of K and dense in <. Thus, every D0

i is dense in
⋃
i∈τ D

0
i , and

every D1
i is dense in

⋃
i∈τ D

1
i . Note that,

⋃
i∈τ D

0
i = A1

τ , and
⋃
i∈τ D

1
i =

⋃
i∈τ

Aτ0
i
.

Now, as every conjunct of ψ0 is a conjunct of ψ1, we obtain from lemma 5.13:

K |= ψ0[B′00, · · · , B′
0
n−1, B

′1
0, · · · , B′

1
n1−1],

so for every i, j ∈ τ , and l, k ∈ {0, 1}, if i 6= j, then B′li ⊥ B′kj , and if in

addition i 6= j∗, then B′li⊥⊥B′
k
j .

Theorem 5.16. There is an ℵ1 c.c.c forcing set P , such that


P (
⋃
i∈τ

D0
i
∼=
⋃
i∈τ

D1
i ), and


P (K |= ψ0[B′00, · · · , B′
0
n−1, B

′1
0, · · · , B′

1
n1−1]).
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Proof. As all the D0
i ’s and the D1

i ’s are pairwise disjoint and as for every i ∈ τ ,

D0
i is dense in

⋃
i∈τ D

0
i , and D1

i is dense in
⋃
i∈τ D

1
i , the conditions are fit for

theorem 2.3. Hence let M be a model which encodes all relevant information, and

let P be the forcing set as in theorem 2.3:

P = {f :
⋃
i∈τ D

0
i →

⋃
i∈τ D

1
i | f is a finite OP function with respect to ≺,

GCf is cycle free, if f(a) = b then EC(a), EC(b) are near, and for every i ∈ τ ,

f(D0
i ) ⊆ D1

i , and f−1(D1
i ) ⊆ D0

i }. f ≤ g if f ⊆ g.

Then 
P (
⋃
i∈τ D

0
i
∼=
⋃
i∈τ D

1
i ). Let G′ be a P -generic filter, and let W =

V [G′].

Suppose that in W , K¬ |= ψ0[B′00, · · · , B′
0
n−1, B

′1
0, · · · , B′

1
n1−1].

Let Bt
i , B

s
j where s, t ∈ {0, 1}, i < ns, and j < nt, be such that Bt

i ∧. Bs
j = 0 is

a conjunct of ψ0, but Bt
i , B

s
j are not far. Denote G = Bt

i , H = Bs
j .

This proof will be very similar to the farness proofs of lemma 2.4, and it is

recommended to be familiar with it, and with the discussion follows in subsection

2.2; therefore we will omit the details that are already clear, and focus on the more

subtle part. In short, we let τ be a P -name such that 
P ”τ is an uncountable OP

function and τ ⊆ G×H”. We let {〈fα, 〈aα, bα〉〉 | α < ℵ1} be such that for every

α, fα 
P 〈aα, bα〉 ∈ τ , and if α 6= β then 〈aα, bα〉 6= 〈aβ, bβ〉.

We will reach a contradiction if we find α and β such that fα ∪ fβ ∈ P ,

but {〈aα, bα〉 , 〈aβ, bβ〉} is not OP. We uniformize {〈fα, 〈aα, bα〉〉 | α < ℵ1} as in

2.1, hence we denote fα = {〈a(α, 0), a(α, 1)〉 , · · · , 〈a(α, 2n− 2), a(α, 2n− 1)〉}. We

can assume that all the a(α, i)’s are distinct. We also denote aα = a(α, 2n)

and bα = a(α, 2n + 1). Note that for every i < n there is j ∈ τ such that

〈a(α, 2i), a(α, 2i+ 1)〉 ∈ Dεj
j ×D

1−εj
j where εj ∈ {0, 1}.

Let a(α) = 〈a(α, 0), · · · , a(α, 2n+ 1)〉, F1 = {a(α) | α < ℵ1} and let F be the

closure of F1 in (〈ℵ1,≺〉)2n+2. We define D, γ0, a(i), a, W , etc, as in 2.1.
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Suppose that we are in the duplication argument. Case 1, and case 2.1 are

done exactly as in lemma 2.4. We are now in case 2.2.

Recall that 〈a(2n), a(2n+ 1)〉 ∈ G × H, a(2n) ∈ Ev0 , a(2n + 1) ∈ Evr where

v0 6= vr, and Ev0 , · · ·Evr are connected in Gf by a unique path. For every i < r,

let 〈a(ηi), a(µi+1)〉 denote the edge in Gf which connects Evi with Evi+1 .

Also recall that for every i ∈ τ , D0
i ⊆ B0

i , and D1
i ⊆ B1

i . Hence for every

i, j ∈ τ where εi, εj ∈ {0, 1}, if i 6= j then Dεi
i ⊥ D

εj
j , and if i 6= j∗ as well, then

Dεi
i ⊥⊥D

εj
j . There are now several cases to take care of:

Case 2.2.1: Suppose, without loss of generality, that a(2n) ∈ G, a(η0) ∈ Dεi
i ,

and G⊥⊥Dεi
i .

As 2n, η0 ∈ Ev0 , it is possible to construct, in the creation of ϕv0 a set of

intervals {UP,lt | l = 0, 1, t ∈ Rv0} which is {2n, η0}-OP, and a set of intervals

{UR,lt | l = 0, 1, t ∈ Rv0} which is {2n, η0}-OR.

Hence by theorem 2.8 part 2, it is possible to find two conditions fβ, fγ such

that fβ ∪ fγ ∈ P , but {〈aβ, bβ〉 , 〈aγ , bγ〉} is OR, a contradiction.

The case where a(2n+ 1) ∈ H, a(µr) ∈ Dεi
i and H⊥⊥Dεi

i , is identical.

Case 2.2.2: There is i < r , and j, k ∈ τ where a(ηi) ∈ D
εj
j , and a(µi) ∈ Dεk

k ,

and D
εj
j ⊥⊥D

εk
k .

Again, as ηi, µi ∈ Evi , it is possible to construct, in the creation of ϕvi a set

of intervals {UP,lt | l = 0, 1, t ∈ Rvi} which is {ηi, µi}-OP, and a set of intervals

{UR,lt | l = 0, 1, t ∈ Rvi} which is {ηi, µi}-OR; again, by theorem 2.8 part 2, we

reach a contradiction.

Case 2.2.3: Suppose neither of the previous cases happen.

We look at the edges {〈a(ηi), a(µi+1)〉 | i < r} that belong to the unique path

which connects Ev0 , and Evr . As {a(0), · · · , a(2n+ 1)} is a member of F1, then for

every i < r, there is ji ∈ τ , such that the edge 〈a(ηi), a(µi + 1)〉 is in D
εji
ji
×D1−εji

ji
,
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and for every 0 < i < r, there are ji, ki ∈ τ such that 〈a(ηi), a(µi)〉 ∈ D
εji
ji
×Dεki

ki
.

As case 2.2.2 does not happen, it follows that there is j ∈ τ such that for every

0 < i < r, without loss of generality, ji = j, and either ki = j, or ki = j∗ (we are

not concerned whether a(ηi), or a(µi) are in D
εji
j ).

Note that as G ⊥ H, and case 2.2.1 does not happen, then neither G nor H is

very far from D
εj
j (where εj ∈ {0, 1}. Hence we can assume that G = B′tj (where

t ∈ {0, 1}), and H is either (B′sj)
∗, or B′sj∗ , where s ∈ {0, 1}. In either case, as

G ⊥ H, then j 6= j∗.

Claim 5.17. Let G be a graph, where v0, · · · , vr are vertices in G, and let T =

〈v0, v1〉 , · · · , 〈vr − 1, vr〉 be a simple trail (i.e. with no cycles) in G which connects

between vertices v0 and vr, Suppose that we assign to every edge in T one color:

either red or blue. Then the edges 〈v0, v1〉, and 〈vr − 1, vr〉 have the same color,

if and only if, the number of vertices that have one red edge and one blue edge is

even.

Proof. Obvious.

We now color the edges of the path which connects Ev0 , and Evr , as follows:

For every i < r where the edge 〈a(ηi), a(µi + 1)〉 is in D
εji
ji
×D1−εji

ji
, if ji = j we

color 〈a(ηi), a(µi + 1)〉 in red, and if ji = j∗, we color 〈a(ηi), a(µi + 1)〉 in blue.

Note that, if 〈a(ηi − 1), a(µi)〉, 〈a(ηi), a(µi + 1)〉 have different colors. then

ki = j∗, and if the colors are the same then ki = j.

As j 6= j∗, then ki = j∗ means that Dεj
j ⊥ D

εki
ki

. Hence, in the construction

of ϕvi , it is possible to construct a set of intervals {U lt | l = 0, 1, t ∈ Rvi} which

is {ηi, µi}-OR. Same, if ki = j, then D
εj
j ⊥ (D∗ki)

εki , and in the construction of

ϕvi , it is possible to construct a set of intervals {U lt | l = 0, 1, t ∈ Rvi} which is

{ηi, µi}-OP.

We see that for every E-slice Evi we can provide either a set of intervals which
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is {ηi, µi}-OP, or a set of intervals which is {ηi, µi}-OR.

We now turn again to look at G, and H, which must be one of the two following

options:

case a: Without loss of generality, G = B′tj , H = (B′sj)
∗, where t, s ∈ {0, 1}

(the case where G = Bt
j∗ , H = (Bs

j∗)
∗ is identical).

Recall that a(2n) ∈ G, a(2n+1) ∈ H. Suppose that, without loss of generality,

a(2n) ∈ Ev0 , and a(2n + 1) ∈ Evr If a(η0) ∈ Dεj0
j (hence 〈a(η0), a(µ1)〉 is colored

in red), then as D
εj0
j ⊆ B

εj0
j , D

εj0
j ⊥ (Bt

j)
∗. As G = Bt

j we can construct, in

the creation of ϕv0 , a set of intervals which is {2n, η0}-OP. If a(η0) ∈ D
εj∗0
j∗ (hence

〈a(η0), a(µ1)〉 is colored in blue), then as D
εj∗0
j∗ ⊥ Bt

j , we can construct, in the

creation of ϕv0 , a set of intervals which is {2n, η0}-OR.

If a(µr) ∈ D
εjr
j (hence 〈a(ηr−1), a(µr)〉 is colored in red), then as Dεjr

j ⊥ (Bt
j)
∗,

we can construct, in the creation of ϕvr , a set of intervals which is {2n+1, µr}-OR.

Last, if a(µr) ∈ D
εj∗r
j∗ (hence 〈a(ηr−1), a(µr)〉 is colored in blue), we can construct,

in the creation of ϕvr , a set of intervals which is {2n+ 1, µr}-OP.

Let S ∈ {1, · · · , r− 1} be such that S
def
= {0 < i < r | the set of intervals of ϕi

is {ηi, µi}-OR}. Suppose that for every 0 < i < r, i 6∈ S the set of intervals of ϕi

is {ηi, µi}-OP.

if 〈a(η0), a(µ1)〉, and 〈a(ηr − 1), a(µr)〉 are of the same color, then either the

set of intervals of ϕv0 can be constructed to be {2n, η0}-OP, and the set of intervals

of ϕvr can be constructed to be {µr, 2n+ 1}-OR, or the other way around.

From claim 5.17 we can construct the sets of intervals in Gf such that |S| is

even. As, without loss of generality, we constructed the set of intervals of ϕv0 to

be {2n, η0}-OP, and the set of intervals of ϕvr to be {µr, 2n+ 1}-OR, by theorem

2.8 part 1, it is possible to find two conditions fβ, fγ such that fβ ∪ fγ ∈ P , but

{〈aβ, bβ〉 , 〈aγ , bγ〉} is OR, a contradiction.
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Suppose that 〈a(η0), a(µ1)〉, and 〈a(ηr − 1), a(µr)〉 are of different colors, then

it can be constructed that both the intervals of ϕv0 and ϕvr will have the OP

property, or both have the OR-property. Without loss of generality we constructed

the set of intervals of ϕv0 to be {2n, η0}-OP, and the set of intervals of ϕvr to be

{µr, 2n + 1}-OP as well, and again, by theorem 2.8 part 1, it is possible to find

two conditions fβ, fγ such that fβ ∪ fγ ∈ P , but {〈aβ, bβ〉 , 〈aγ , bγ〉} is OR, a

contradiction.

case b: Without loss of generality, G = B′tj , H = (B′sj∗), where t, s ∈ {0, 1}.

Suppose, without loss of generality, that a(2n) ∈ Ev0 , a(2n + 1) ∈ Evr . As

in previous case, if a(η0) ∈ D
εj0
j , hence 〈a(η0), a(µ1)〉 is colored in red, we can

construct in the creation of ϕv0 , a set of intervals which is {2n, η0}-OP, and if

a(η0) ∈ D
εj∗0
j∗ , hence 〈a(η0), a(µ1)〉 is colored in blue, we can construct in the

creation of ϕv0 , a set of intervals which is {2n, η0}-OR. If a(µr) ∈ D
εjr
j (hence

〈a(ηr−1), a(µr)〉 is colored in red), then as Dεjr
j ⊥ Bt

j∗ , we can construct in the

creation of ϕvr , a set of intervals which is {2n+ 1, µr}-OR. Last, if a(µr) ∈ D
εj∗r
j∗ ,

then as D
εj∗r
j∗ ⊥ (Bt

j∗)
∗ (hence 〈a(ηr−1), a(µr)〉 is colored in blue), we can construct

in the creation of ϕvr , a set of intervals which is {2n+ 1, µr}-OP.

If 〈a(η0), a(µ1)〉, and 〈a(ηr − 1), a(µr)〉 are of the same color, then the set of

intervals of ϕv0 can be constructed to be {2n, η0}-OP, and the set of intervals of

ϕvr can be constructed to be {2n + 1, µe}-OP as well. Let S be as in previous

case. Then by claim 5.17, |S| is even, and by theorem 2.8 part 1, it is possible to

find two conditions fβ, fγ such that fβ ∪ fγ ∈ P , but {〈aβ, bβ〉 , 〈aγ , bγ〉} is OR, a

contradiction.

If 〈a(η0), a(µ1)〉, and 〈a(ηr − 1), a(µr)〉 are of different color, then the set of

intervals of ϕv0 can be constructed to be {2n, η0}-OP, and the set of intervals of

ϕvr can be constructed to be {2n+ 1, µe}-OR. Then by claim 5.17 |S| is odd, and
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again by theorem 2.8 part 1, we reach a contradiction. That sums the proof of

5.16.

We come to the end of the proof of lemma 5.1. We define the forcing set

acquired from theorem 5.16 as Pν+1. Our last concern is to make sure that Pν+1

meets the requirements of lemma 5.1.

As 
Pν+1 (K |= ψ0[B′00, · · · , B′
0
n−1, B

′1
0, · · · , B′

1
n1−1]), 
Pν+1 (K |= ϕ0[B′00, · · · , B′

0
n−1])

as well. Then from lemma 3.15, 
Pν+1 (K |= ϕ1[B′00, · · · , B′
0
n−1;

⋃
j∈τi B

′0
j |i < n]).

As Aτi ⊆
⋃
j∈τi B

′0
j , and B0(i) ⊆ B′0i , we obtain from lemma 3.16, 
Q (K |=

ϕ1[B0(0), · · · , B0(n− 1);Aτi |i < n]).

By the definition of the B0(i)’s, for every i < n B0(i) ∈ Fi, and B0(i∗) = B∗0(i);

hence for every i < n we define B′i = B0(i), then


Pν+1 (K |= ϕ1[B′0, · · · , B′n−1;Aτi |i < n]), As required. That settles lemma 5.1

The proof of the main theorem of this work, theorem 3.3, is now complete. We

have managed to create a universe in which
〈
KH ,�, ∗

〉
is isomorphic to a given

finite distributive lattice with an involution.

One may ask whether it is possible to construct KH to become isomorphic

to any given countable distributive lattice. In [ARS] section 11, a guideline for

well-founded lattices was given; other sort of lattices still form a challenge.

In this work we have seen several techniques for solving questions which concern

quasi ordered uncountable sets in <. Many other results, using the same kind of

tools such as the club method, or the explicit contradiction method, can be found

in [ARS].
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