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ABSTRACT

Machine learning (ML) computations are often expressed using vectors, matrices, or higher-dimensional tensors. Such data structures can have many different implementations, especially in a distributed environment: a matrix could be stored as row or column vectors, tiles of different sizes, or relationally, as a set of (rowIndex, colIndex, value) triples. Many other storage formats are possible. The choice of format can have a profound impact on the performance of a ML computation. In this paper, we propose a framework for automatic optimization of the physical implementation of a complex ML or linear algebra (LA) computation in a distributed environment, develop algorithms for solving this problem, and show, through a prototype on top of a distributed relational database system, that our ideas can radically speed up common ML and LA computations.
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1 INTRODUCTION

As machine learning (ML) has become an increasingly important class of computation, a lot of attention has been focused on building high-performance computing systems targeted at running ML or linear algebra (LA) computations. TensorFlow [3], PyTorch [1], MXNet [11], Pandas [30], and scikit-learn [31] are just a few examples of such systems.

Lack of abstraction in ML system design. High-performance ML systems can be surprisingly inflexible, as they are often built to make one particular style of ML computation run fast. These systems often perform poorly (or simply do not work at all) when running distributed computations or computations that require a lot of RAM [23]. We assert that the core problem is lack of abstraction: in popular ML systems such as TensorFlow, an operation such as a matrix multiply is not an abstract or logical operation that the system will figure out how to run efficiently: it is an actual physical operation that needs to be run somewhere, using an available computational kernel. There is little built-in support for figuring out how to (automatically) distribute the computation across multiple machines or even multiple GPUs on the same machine.

A database engine as an ML engine. This is where key concepts from database systems, particularly declarativity and data independence, can be very useful. This was one of the main motivations for the SystemML project [17], for example. A programmer specifying a matrix multiplication as part of an ML computation on a "database style" system needs not worry about how the matrices are physically represented, how they are stored, or what hardware is being used. The programmer simply asks for the multiply, and the system figures out how to run it automatically and efficiently.

For this reason, a database-like system—or even a traditional database system—can serve as an excellent platform for running ML computations. For example, one can augment a database system with a special MATRIX type, and declare two $2 \times 10^4 \times 2 \times 10^4$ matrices, stored tiled (or chunked) into relations having 400 tuples:

```sql
myMatrix (tileRow INTEGER, tileCol INTEGER, mat MATRIX[1000][1000])
anotherMat (tileRow INTEGER, tileCol INTEGER, mat MATRIX[1000][1000])
```

Then simple SQL code runs an efficient, distributed matrix multiply:

```sql
SELECT lhs.tileRow, rhs.tileCol, SUM (matrix_multiply (lhs.mat, rhs.mat))
FROM myMatrix AS lhs, anotherMat AS rhs
WHERE lhs.tileCol = rhs.tileCol
GROUP BY lhs.tileRow, rhs.tileCol
```

One of the key advantages of using a database-style engine in this way is automatic optimization. For two large matrices such as myMatrix and anotherMat, the database will choose to co-partition the matrices before joining. But if one of the matrices (for example, myMatrix) is relatively small, a high-quality database engine will decide to broadcast it to each site, while partitioning the other matrix (anotherMat) across sites, and then at each site joining the full myMatrix with a portion of anotherMat.
way, a database engine has important advantages over a special-built ML engine such as TensorFlow, because a matrix multiplication is a logical construct that the system “figures out” how to run.

While there are considerable advantages to using a database engine as a distributed ML or LA engine, there is still a gap between the simple code that an ML programmer would ideally expect to write, and the required SQL code given above. The SQL programmers have to implicitly make several difficult decisions:

- They decided to decompose (tile) each input matrix.
- They decided that there should be 400 tiles in each matrix, where each tile is sized 1000 by 1000.
- They decided on a particular SQL code to logically specify how to run the multiplication over the tiles.

The problem is that each of these decisions can have a significant impact on the performance of the multiplication, and the implications can be difficult or impossible to reason through. One could, for example, have chosen to decompose the matrices into vertical and horizontal strips, respectively:

```sql
myMatrix (tileRow INTEGER, mat MATRIX[50][20000])
anotherMat (tileCol INTEGER, mat MATRIX[20000][50])
```

Then, the matrix multiplication would not require aggregation:

```sql
SELECT lhs.tileRow, rhs.tileCol,
    matrix_multiply (lhs.mat, rhs.mat) AS matAB
FROM myMatrix AS lhs, anotherMat AS rhs
```

The SQL code then results in an output matrix that consists of 160,000, 50 by 50 tiles. Would this have been a preferred implementation? It is likely impossible for a programmer to know.

The problem of choosing a physical representation for the input matrices is even more difficult in the case of a complicated ML computation, which may require hundreds of individual operations (matrix multiplications, Hadamard products, function applications, etc.) to perform the full computation. The problem is harder because the different operations interact: a particular implementation of a matrix multiplication may leave the matrix in a physical organization that is inappropriate for the next operation (or next operations if the result of an operation has multiple consumers).

**Our contributions.** We consider the problem of automatic, physical “database” design for ML and LA computations, such as the matrix multiply above, that are to be run on a database-style engine. The goal is to automatically choose an optimal storage for each input and intermediate matrix/tensor, as well as an appropriate implementation for each operation, to minimize the overall running time. Some specific contributions are:

1. We propose a framework to automatically explore the physical design space for the vectors/matrices that are used to power complex ML/LA computation.
2. We define a novel optimization problem where the goal is to compute the set of data formats and associated logical ML operator implementations so as to minimize the running time of the input ML computation. To achieve this goal, we also propose a cost model to compute the cost of a ML/LA operation in a specific format.
3. We adapt and extend a classical dynamic programming algorithm from computational genetics (called Felsenstein’s algorithm [15]) to solve this optimization problem.
4. We implement our ideas on top of SimSQL [9], a parallel relational database system, and PlinyCompute [41], a high-performance relational algebra system. Our experiments show that the physical design selected by our framework tends to have a better performance than the formats manually picked up by an expert user.

2 PRELIMINARIES

2.1 Motivating Example

We begin with a simple example that illustrates some of the trade-offs that must be managed when optimizing the physical design of a distributed LA or ML computation. Suppose we have three matrices $\text{matA}$, $\text{matB}$ and $\text{matC}$, sized $100 \times 10^2$, $10^3 \times 100$ and $100 \times 10^6$, respectively. The matrix $\text{matA}$ is stored as ten “row-strips” (that is, sub-matrices where the number of columns is equal to the number of columns in the original matrix) and the matrix $\text{matB}$ is stored as ten “column-strips”. The bigger matrix $\text{matC}$ is stored as one hundred column-strips. Relational schemas are:

```sql
matA (tileRow INTEGER, mat MATRIX[10][10000])
matB (tileCol INTEGER, mat MATRIX[10000][10])
matC (tileCol INTEGER, mat MATRIX[100][10000])
```

Now, a programmer wants to compute $\text{matA} \times \text{matB} \times \text{matC}$. At a first glance, the multiply between $\text{matA}$ and $\text{matB}$ is straightforward. Assuming data are stored in a relational database system, as $\text{matA}$ is stored in row-strips, and $\text{matB}$ is in column-strips, the multiplication between them can be written in one SQL query:

```sql
CREATE VIEW matAB (tileRow, tileCol, mat) AS
    SELECT x.tileRow, m.tileCol,
        matrix_multiply (x.mat, m.mat) AS matAB
    FROM matA AS x, matB AS m;
```

One benefit of this implementation is that no aggregation is needed. The resulting matrix, $\text{matAB}$, will then have schema:

```sql
matAB (tileRow INTEGER, tileCol INTEGER,
    mat MATRIX[10][10])
```

A natural choice for the multiplication between $\text{matAB}$ and $\text{matC}$ is a tile-based matrix multiply, where the matrix $\text{matC}$ is chunked into $10 \times 10$ tiles before the multiply. SQL code for performing the chunking and the subsequent multiplication are:

```sql
CREATE VIEW matCTile(tileRow, tileCol, mat) AS
    SELECT bi.rowID, bi.colID,
        get_tile(C.mat, bi.rowID, bi.colID) -
            C.tileCol * 1000, 10, 10
    FROM matC AS C, tileIndex AS bi
    WHERE bi.colID / 1000 = C.tileCol;
```

```sql
CREATE VIEW matABC(tileRow, tileCol, mat) AS
    SELECT x.tileRow, m.tileCol,
        sum(matrix_multiply(x.mat, m.mat)) AS matABC
    FROM matAB AS x, matCTile AS m
    WHERE x.tileCol = m.tileRow
    GROUP BY x.tileRow, m.tileCol;
```
Implementation 1 | Implementation 2
---|---
**matA × matB** | **matA × matB**
Multiply | row-strip × col-strip | row-strip × col-strip
Join Type | Shuffle Join | Pipelined
Time | 15 sec | 16 sec

**matAB × matC**

Transform | col-strip ⇒ tile | tile ⇒ single
Trans. Time | 2 min 7 sec | 8 sec
Multiply | tile × tile | single × col-strip
Join Type | Shuffle Join | Broadcast Join
Mult. Time | 16 min 27 sec | 14 sec

<table>
<thead>
<tr>
<th>Total</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>19 min 11 sec</td>
</tr>
</tbody>
</table>

**Figure 1: Comparison of matmul implementations.**

**Alternative implementation.** There is, however, an alternative implementation that may have some runtime advantages.

Specifically, the matrix matAB has a total size of 100 × 100. Since it is relatively small, we may store it as a single tuple (that is, without chunking); in this case, the multiplication between matAB and matC can be run as an inexpensive broadcast join.

The difficulty is that the matrix matAB is stored as a set of 100, 10 × 10 chunks after the first multiply. If a database is augmented with simple vector and matrix operations [27], transforming matAB so that it can be stored in a single attribute can be performed by executing two aggregate functions, `ROWMATRIX` and `COLMATRIX`, which aggregate the tiles along rows and columns, respectively. The SQL code for this transformation is:

```sql
CREATE VIEW matABStrip(tileRow, mat) AS
SELECT x.tileRow,
ROWMATRIX(label_matrix(x.mat, x.tileCol))
FROM matAB AS x
GROUP BY x.tileRow;

CREATE VIEW matABSingle(mat) AS
SELECT COLMATRIX(label_matrix(x.mat, x.tileRow))
FROM matABStrip AS x;
```

After we obtain the single-tuple matrix matABSingle, the last multiply can be implemented as:

```sql
CREATE VIEW matABC(tileCol, mat) AS
SELECT m.tileCol, matrix_multiply(x.mat, m.mat)
FROM matABSingle AS x, matC AS m;
```

**Performance.** We run these two implementations on a five-node Amazon compute cluster (see the Experimental section of the paper for details of the cluster setup), and give their runtime performance in Figure 1. For the multiplication between matAB and matC, implementation 1 is much slower than implementation 2 as the latter uses a broadcast join for the multiply, and produces fewer tiles and intermediate data. The difference in total running time is significant.

2.2 Problem Statement

As shown, different physical data design choices for the same LA/ML computation can lead to very different runtime behaviors, and choosing a performant implementation for a LA computation is not an easy task. First, it is difficult for a programmer to anticipate the effect of choosing one physical implementation for a matrix versus another. And second, even if a programmer is able to choose the best physical design for one particular operation, the design space increases in size exponentially with the number of physical designs and the complexity of the input computation.

Our goal is to allow a programmer to specify a distributed ML/LA computation at a very high level, without committing to a particular physical design. For example, in a database system, the programmer might simply give the logical specification:

```sql
CREATE TABLE matA (
mat MATRIX[100][10000])
```

and then load the table with data in whatever physical format is desired. All computations are specified without reference to a physical data format. For example:

```sql
CREATE VIEW matAB(mat) AS
SELECT matrix_multiply(x.mat, m.mat)
FROM matA AS x, matB AS m;
```

```sql
CREATE VIEW matABC(mat) AS
SELECT matrix_multiply(x.mat, m.mat)
FROM matAB AS x, matC AS m;
```

The system would accept this high-level specification and explore the various physical implementations available for all of the matrices and vectors in the computation—as well as the implementations of the operations over them—with the goal of choosing the set of physical implementations that minimize the running time.

We now formalize the problem of choosing the optimal physical implementation for a distributed LA/ML computation.
3 MATRIX TYPES AND OPERATIONS

To formalize our problem definition, it is necessary to define a few key concepts: matrix types and physical matrix implementations, as well as the atomic computations and atomic computation implementations and transformations that operate over them.

Let \( \mathcal{M} \) be the set of matrix types. A matrix type is a pair of the form \((d, b)\) where \(d\) is the dimensionality of the matrix, \(d = 1\) for a vector, \(d = 2\) for a classical matrix, and \(d \geq 3\) for a higher dimensional tensor. \(b \in \mathbb{N}^d\) is a vector giving the number of entries of the matrix along each dimension. So, for example, the type corresponding to all two by two matrices \(\mathbb{R}_{2\times2}\) is \((2, (2, 2, 2))\).

Let \( \mathcal{P} \) be the set of physical matrix implementations. Intuitively, a physical matrix implementation is a storage specification such as "single tuple" or "tile-based with 500 by 500 tiles" or "row strips with rows of height 50." Each physical matrix implementation has a matrix type specification function \( f : \mathcal{M} \rightarrow \{\text{true}, \text{false}\} \). That is, given a matrix type \(m \in \mathcal{M}\) and physical matrix implementation \(p \in \mathcal{P}\), \(p.\_f(m)\) evaluates to true if \(p\) can be used by the system to implement \(m\) and false otherwise. For example, imagine that \(m = (2, (10^2, 5^5))\), and \(p\) corresponds to a "single tuple" implementation. We would expect that \(p.\_f(m)\) would evaluate to false, as one could not typically store a 40GB matrix in a single tuple.

Let \( \mathcal{A} \) be the set of atomic computations over matrices. Intuitively, an atomic computation is an operation such as a "matrix multiply" or a "3-D convolution". Each has an input arity \(n\), and a type specification function \( f : \mathcal{M}^n \rightarrow \mathcal{M} \cup \{\perp\} \). For an atomic computation \(a\), given a set of input matrix types, \(a.\_f\) either returns the output type of \(a\), or else it returns \(\perp\) indicating that \(a\) cannot accept the input types. For example, if \(a\) is a matrix multiply, \(a.\_f(\{(2, (5, 10)), (2, (5, 5))\})\) would return \((2, (5, 5))\), multiplying a 5 \(\times\) 10 matrix and a 10 \(\times\) 5 matrix results in a 5 \(\times\) 5 matrix.

Let \( I \) be a set of atomic computation implementations. Whereas an atomic computation is an abstract computation, without an implementation, each \(i \in I\) is an implementation for a specific computation. An atomic computation implementation has an atomic computation \(a \in \mathcal{A}\) of an input arity \(n\) that it implements, as well as a type specification function \( f : (\mathcal{M} \times \mathcal{P})^n \rightarrow \mathcal{P} \cup \{\perp\} \). This type specification function is analogous to the type specification function associated with an atomic computation, except that it considers both the matrix type and the associated physical matrix implementation. The function returns \(\perp\) if the atomic computation implementation cannot process the input types. For example, we may have a particular matrix multiplication implementation that works when both inputs are chunked into \(10^3 \times 10^3\) chunks (in which case \(f\) may specify that the implementation outputs \(10^3 \times 10^3\) chunks) but does not work if one input is chunked into \(10^3 \times 10^3\) chunks and the other decomposed into column-strips. Here, the associated type specification function would output \(\perp\) in this case.

Finally, let \( \mathcal{T} \) be the set of physical matrix transformations. These transformations are associated with algorithms that move from one physical matrix implementation to another (for example, an algorithm that moves from a 1000 \(\times\) 1000 tiling for a matrix, to a row-strip implementation with a row height of 10). Such transformations allow us to chain implementations of atomic computations (such as matrix multiplies) whose output and input physical implementations do not match. Each physical matrix transformation has a matrix type specification function \( f : \mathcal{M} \times \mathcal{P} \rightarrow \mathcal{P} \cup \{\perp\} \). This function takes two arguments: an input matrix type and an input physical implementation, and it returns an output physical implementation if the transformation is feasible. Otherwise, \(\perp\).

4 FORMAL PROBLEM DEFINITION

4.1 Compute Graph

Given these preliminaries, a compute graph \(G = (V, E)\) is defined to correspond to the computation that we want to develop an optimized physical implementation for. A compute graph is a directed acyclic graph (DAG), whose structure corresponds to the logical computation that we wish to perform, where vertices are operations and edges control the flow of data. Since not all of the atomic computations are commutative, the input edges into a vertex have an implicit ordering that corresponds to the order of arguments.

Each source vertex (that is, each vertex with no incoming edges) in \(V\) corresponds to a matrix that is input into the computation, and hence it is labeled with both a matrix type \(m\) and an associated physical matrix implementation \(p\). Each non-source vertex is labeled with an atomic computation \(a\). Implicitly, each non-source vertex also has a matrix type \(m\), which can be inferred by traversing the compute graph from the source vertices. Specifically, if a vertex \(v\) has input edges \((v_1, v), (v_2, v), \ldots\), then \(v.\_m = v.\_a.\_f(v_1.\_m, v_2.\_m, \ldots)\).

The compute graph corresponding to the example of the Section 2 is shown in Figure 2.

4.2 Problem: Annotating a Compute Graph

The central problem studied in this paper is the problem of annotating a compute graph. When annotating a compute graph \(G\) to produce an annotated graph \(G'\), we have two subtasks:

(1) Label each non-source vertex in \(G\) with an atomic computation implementation \(i\) that will actually be run.

(2) Label each edge \(e = (v_1, v_2)\) in \(G\) with a physical matrix transformation \(t\). This transformation handles the case where the physical matrix implementation output from \(v_1.\_i\) cannot be processed by \(v_2.\_i\) (effectively, when it does not match the type requirement of \(v_2.\_i\)). In this case, the transformation \(e.\_t\) is used to transform the output implementation so that it can be processed.

Note that annotating a compute graph implicitly assigns a physical matrix implementation \(p\) to each vertex, where \(p\) serves to describe the implementation associated with the output of the vertex. There are two cases: if \(v\) is a source vertex, then \(v\) is explicitly given, as every input matrix has a physical implementation.

If \(v\) is not a source vertex, then assume \(v\) has input edges \(e_1 = (v_1, v), e_2 = (v_2, v), \ldots\). Then, the physical matrix implementation associated with the vertex is determined as:

\[ v.\_p = v.\_i.\_f(v_1.\_m, e_1.\_t.\_f(v_1.\_m, v_1.\_p), v_2.\_m, e_2.\_t.\_f(v_2.\_m, v_2.\_p), \ldots) \]
That is, the physical implementation of a vertex \( v \) is determined by taking the physical implementations of all vertices feeding into \( v \), pushing those implementations through the transformations associated with each input edge, and then feeding those resulting implementations to \( v.i.f \). Note that the physical implementations running on CPU, or accelerators such as GPUs and FPGAs would typically be different. Also note that for an implementation \( i, i.f \) typically takes into account the hardware available, so that (for example) if \( v.i \) requires the use of a GPU, \( v.i.f \) would return \( \perp \) if there was no enough GPU RAM to perform the operation.

Finally, we note that not all annotations are acceptable. The annotated compute graph \( G' \) must be type-correct. That is:

- The atomic computation implementation associated with each vertex must implement the correct atomic computation. It is not acceptable to annotate a vertex that corresponds to a matrix multiply with an implementation for a 3-D convolution. Formally, it must be the case that \( v.i.a = v.a \).
- The atomic computation implementation \( i \) associated with each vertex must be able to correctly process all of its input physical matrix implementations. That is, intuitively, it is incorrect to feed a tile-matrix-multiply to matrices stored as single tuples. Formally, if \( v \) has input edges \( e_1 = (v_1, v), e_2 = (v_2, v), ... \). Then, it must be the case that
  \[
  v.i.f(v_1.m, e_1.t.f(v_1.m, v_1.p), v_2.m, e_2.t.f(v_2.m, v_2.p), ...), \neq \perp
  \]
  or, equivalently, \( v.p \neq \perp \).

The annotated compute graph corresponding to Implementation 2 for the example of the Section 2 is shown in Figure 2.

### 4.3 Optimizing the Annotation

There are many possible type-correct annotations for a given compute graph, and not all of them make sense from a computational point-of-view. Thus, our goal is not simply to produce a type-correct annotation, but to produce the optimal type-correct annotation.

Optimality will be defined in terms of the cost of the annotation. Thus, we augment each item in \( I \) and in \( T \) with a cost function \( c \), which returns the time (or some other, appropriate notion of cost) of the implementation or transformation.

**Costing atomic computation implementations.** Specifically, for each \( i \in I \), we define the cost function \( i.c : (M \times P)^n \rightarrow \mathbb{R} \). That is, the cost function accepts a matrix type as well as a physical matrix implementation for each input, and returns a real number indicating the cost. Then, for a vertex \( v \in V \) with input edges \( e_1 = (v_1, v), e_2 = (v_2, v), ... \), we associate a cost:

\[
\begin{align*}
\nu.c &= \nu.i.c(v_1.m, e_1.t.f(v_1.m, v_1.p), v_2.m, e_2.t.f(v_2.m, v_2.p), ...), \\
&\quad \quad \text{or, equivalently, } \nu.p \neq \perp.
\end{align*}
\]

**Costing physical matrix transformations.** For each \( t \in T \), we define the cost function \( t.c : M \times P \rightarrow \mathbb{R} \). That is, the cost function accepts a matrix type as well as a physical matrix implementations, and returns the cost of performing the transformation. Then, for an edge \( e = (v_1, v_2) \) from \( E \), define the cost:

\[
e.c = e.t.c(v_1.m, v_1.p).
\]

### 5 OPTIMIZING TREE-SHAPED GRAPHS

#### 5.1 Preliminaries

Fortunately, there exists a common class of compute graphs for which it is possible to compute \( G^* \) in time that is linear to the number of vertices in \( G \). Specifically, the optimization can be done in linear time if \( G \) is “tree shaped”—that is, each vertex in \( G \) has only one directed out-edge. The optimization algorithm we develop for this particular case is a dynamic programming algorithm inspired by Felsenstein’s algorithm in computational genetics [15].

We begin with some definitions. For tree-shaped \( G \), for vertex \( v \), we use \( G_v \) to denote the subgraph of \( G \) that consists of all vertices from which \( v \) can be reached, and all edges between those vertices. Using the notation from the last section, \( G_v^* \) is the cost-optimal, annotated, type-correct version of \( G_v \).

Now, define the function \( F \) where \( F(v, \rho) \) returns \( \text{Cost}(G_v^*) \), subject to the constraint that \( v.p = \rho \) (that is, subject to the constraint that the physical matrix implementation resulting from the atomic computation implementation associated with \( v \) is \( \rho \)).

#### 5.2 Recursively Computing the Optimal Cost

Next, we make an observation. Assume we have a vertex \( v \) with \( n \) input edges \( e_1 = (v_1, v), e_2 = (v_2, v), ..., e_n = (v_n, v) \). Then, it is
Algorithm 2: Brute (bestG, lo, V, E, unset, costSoFar)

```plaintext
// Recursive algorithm to compute the optimal compute graph
1 if unset = {} then
2   if costSoFar < lo then
3     lo ← costSoFar; bestG ← Copy(V, E)
4   end
5 return
6 end
7 end
8 Pick a vertex v and remove v from unset
9 for i ∈ I such that i.a = v.a do
10   v.i ← i; cost ← costSoFar
11   if it holds for all input edges into v: e1 = (v1, v),
12     e2 = (v2, v), ... that v1 ≠ unset, v2 ≠ unset, and so on
13     then
14       cost += GetCost (V, E, v)
15     end
16   for v' where (v, v') ∈ E and forall (v'', v') ∈ E,
17     v'' ≠ unset do
18     cost += GetCost (V, E, v')
19   end
20 Brute (bestG, lo, V, E, unset, cost)
21 Add v back into unset
```

Algorithm 3: DPGraphOpt (V, E)

```plaintext
1 For all v ∈ V, visited_v ← false
2 for each v with no input edges do
3   // v is input data, so v.p is known
4   visited_v ← true; F(v, v.p) ← 0
5   For all ρ ≠ v.p, F(v, ρ) ← ∞
6 end
7 while exists v ∈ V s.t. visited_v = false do
8   Choose v ∈ V s.t. visited_v = false and where, for each
9   vertex v' s.t. (v', v) ∈ E, visited_v' = true
10   visited_v ← true
11 for ρ ∈ P do
12   Compute and record F(v, ρ) as in Equation (1)
13 end
14 end
```

Intuitively, to compute the lowest cost solution that ensures the result of computing vertex v is the physical implementation ρ, we need to figure out how to minimize the sum of three terms:

1. The cost to execute some atomic computation implementation i for v.a; and
2. The cost to compute the cost-optimal, annotated, type-correct version of each input into v.
3. The cost to transform each matrix associated with {v1, v2, ..., vn} to the physical matrix implementation required by i.

Those terms are all represented in Equation (1). In addition, there are a number of constraints represented by the recurrence.

1. The chosen atomic computation implementation i must implement the atomic computation v.a associated with v; if i.a ≠ v.a, the wrong computation type is chosen and hence we incur a cost of ∞, indicating an infeasible solution.
2. The atomic computation implementation must result in the correct output, i.e., the physical matrix implementation ρ.
3. When we choose an atomic computation implementation, we must also be able to choose a transformation that produces the correct physical matrix implementation for that atomic computation implementation.

This recurrence optimally computes F(v, ρ) from each F(v_j, ..) because first, each F(v_j, ..) computes the optimal cost for each G_v_j. Second, when choosing the optimal atomic computation implementation to ensure that v.i = ρ, the details of the actual computation associated with each G_v_j are irrelevant, other than the physical matrix implementation that is output. Thus, once we compute each F(v_j, ..), this function "hides" the details of the sub-computation.

5.3 Dynamic Programming

Then, all of this suggests a simple, dynamic programming algorithm to compute G* from G in the case of a tree-shaped graph. This is given as Algorithm 3, which is used to compute F. After computing F, traverse backward through the graph. Label each edge with the physical matrix transformation that was used to produce the optimal cost, and label each vertex with the atomic computation
To extend our algorithm to general DAGs, we first define the notion of a frontier. A frontier is simply a cut of the input graph \( G \), into an optimized portion, and an unoptimized portion that has not yet been processed. The set of vertices that have one or more of their out-edges cut are said to be “along the frontier”. Our algorithm will begin with an initial frontier that separates all of the source vertices from the rest of the graph—the source vertices are already “optimized”, because we are given the physical matrix implementation and the resulting physical matrix implementation that produced the optimal cost.

6 Optimizing General DAGs

The algorithm to compute \( G^* \) for DAGs is more involved. Consider the graph associated with the computation of the matrix \( O \):

\[
T_1 \leftarrow S \times T; \ T_2 \leftarrow T_1 \times U
\]

\[
O \leftarrow (R \times T_1) + T_2 + (T_2 \times V)
\]

\( T_2 \) is used in multiple places, and so we no longer have a DAG. Modern back-propagation algorithms have this structure.

When two vertices \( v_1 \) and \( v_2 \) in a graph are descended from the same vertex \( v \), we wish to avoid optimizing and executing \( G_v \) twice. For example, both the matrices \( T_2 \) and \( O \) depend on intermediate matrix \( T_1 \). Therefore, \( T_1 \) should be computed once and re-used.

Thus, when two vertices \( v_1 \) and \( v_2 \) share the same ancestor \( v \), the optimal costs \( F(v_1, p_1) \) and \( F(v_2, p_2) \) cannot be computed independently, as this implicitly assumes that we are computing all of \( G_v \) and then all of \( G_{v_1} \) separately, and not re-using the sub-computation \( G_v \). Thus, we need to generalize the algorithm to allow for sharing.

6.1 Optimizing Costs Along a Frontier

To extend our algorithm to general DAGs, we first define the notion of a frontier. A frontier is simply a cut of the input graph \( G \), into an optimized portion, and an unoptimized portion that has not yet been processed. The set of vertices that have one or more of their out-edges cut are said to be “along the frontier”.

Our algorithm will begin with an initial frontier that separates all of the source vertices from the rest of the graph—the source vertices are already “optimized”, because we are given the physical matrix implementation for each source vertex as input. Then, our algorithm will iteratively move one vertex from the set of unoptimized vertices to the set of optimized vertices, and update \( F \) as it does so. This progression is depicted in Figure 3. Once all of the vertices have been optimized, the algorithm is done.

As in the algorithm for tree-like graphs, we will maintain the optimal cost as a function \( F \), and define a recurrence that allows us to compute \( F \) by looking at the optimal way to perform sub-computations. However, there is a key difference. At all times during the execution of the algorithm, as the frontier moves through the graph, we must maintain the optimal cost not on a per-vertex basis, but jointly, for sets of vertices on the frontier that share ancestors. Again, the intuition here is that two vertices that share the same ancestor cannot be considered independently, as we want them to share common sub-computations.

At all times during the execution of the algorithm, the set of vertices along the current frontier are partitioned into equivalence classes \( V_F = \{ V_{F_1}^F, V_{F_2}^F, V_{F_3}^F, \ldots \} \) so that if two vertices \( v_1 \) and \( v_2 \) in \( V_F \) have a common ancestor in \( G \), then they must be in the same equivalence class. The partitioning of vertices along the frontier into equivalence classes is depicted in Figure 3.\(^1\) \( F \) is no longer defined over all vertices, but rather over each equivalence class that has appeared along a frontier at some time during the optimization.

For equivalence class \( V \), let \( p \in P^{\mid V \mid} \) be a list of physical matrix organizations, where \( p_v \) for \( v \in V \) refers to the physical matrix organization resulting from the execution of vertex \( v \). (Note that in the remainder of this section, we will use the convention that when we have a vector or list of candidate physical matrix implementations or matrix transformations, we subscript with the vertex to obtain the implementation/transformation associated with that implementation for each source vertex as input.)

---

\(^1\)To perform the partitioning, we create an undirected graph \( G' \) whose set of vertices is the set of vertices along the current frontier; two vertices \( v_1 \) and \( v_2 \) in \( G' \) are connected if they share an ancestor in \( G \). Then, two vertices along the frontier are in the same equivalence class if and only if they are reachable from one another in \( G' \).
vertex). Then, \(F(V, p)\) refers to the minimum cost to compute every vertex in \(V\), subject to the constraint that the output physical matrix organizations are exactly as specified by \(p\).

6.2 Moving the Frontier Forward

Our generalization of the algorithm for tree-shaped graphs operates by iteratively picking a vertex \(v\) that is in the unoptimized portion of the graph, but whose input edges are only in the optimized portion of the graph. This vertex is then added to the the optimized portion of the graph, and \(F\) and the frontier are updated. As depicted in Figure 3, moving \(v\) from the unoptimized to the optimized portion changes the set of vertices along the current frontier.

Let \(V^d_v\) denote the equivalence class in the new version of the frontier that contains \(v\), and let \(V^F = \{V^d_1, V^d_2, V^d_3, \ldots\}\) denote the equivalence classes in the partitioning in the current version of the frontier. Further, let \(V^{\text{arg}} = \{v_1^{\text{arg}}, v_2^{\text{arg}}, \ldots\}\) denote the set of vertices that have an out-edge to \(v\). Consider only the equivalence classes in \(V^F\) which have a non-empty intersection with \(V^d_v \cup V^{\text{arg}}\); assume that the total number of vertices in these equivalence classes is \(n\).

The key question is: How do we update \(F\) in response to the update of the set of vertices along the frontier?

For the equivalence class \(V^d_\nu\) in the new version of the frontier that contains \(v\), and a candidate set \(p\) of associated, physical matrix organizations, we have the following variant on Equation (1):

\[
F(V^d_\nu, p) = \arg\min_{\{i \in I, p^\text{in}_i \in \mathcal{P}^n, p^\text{out}_i \in \mathcal{P}^n, t \in \mathcal{T}^{|V^F|}\}} \left\{ \begin{array}{ll}
\infty & \text{if } i.a \neq v.a \\
\infty & \text{if } i.f(a_1^{\text{arg}}, m, p^\text{out}_{\nu,1}, a_2^{\text{arg}}, m, p^\text{out}_{\nu,2}, \ldots) \neq p_v + i.c(a_1^{\text{arg}}, m, p^\text{out}_{\nu,1}, a_2^{\text{arg}}, m, p^\text{out}_{\nu,2}, \ldots) \\
0 & \text{if } V \cap (V^{\text{arg}} \cup V^F) = \emptyset \\
\infty & \text{if } \exists \nu \in (V \cap V^{\text{arg}}) \\
s.t. & p^\text{in}_i \neq p^\text{in}_\nu \text{ or } p^\text{out}_i \neq p^\text{out}_\nu \\
\infty & \text{if } \exists \nu \in (V \cap V^{\text{arg}}) \\
s.t. & t.c.(v, m, p^\text{in}_i) \neq p^\text{out}_i \\
\sum_{\nu \in V \cap V^F} & F(V, (p^\text{in}_{\nu,1}, p^\text{in}_{\nu,2}, \ldots)) + \sum_{\nu \in V \cap V^F} t.c.(v, m, p^\text{in}_i) \quad \text{otherwise}
\end{array} \right.
\]

This recurrence mirrors Equation (1). To compute \(F(V^d_\nu, p)\), we need to figure out how to minimize the sum of the two terms:

1. The cost to execute some atomic computation implementation \(i\) of \(v.a\) (the atomic computation associated with \(v\)) that produces the physical matrix implementation \(p_v\); and
2. The cost to transform each matrix associated with a node in \(V^{\text{arg}}\) to the physical matrix implementation required by \(i\).

Those terms are both represented in Equation (2). In addition, there are a number of constraints on any potential solution, that are also represented in Equation (2), including:

1. When we choose an atomic computation implementation, we must also be able to choose a transformation that produces the correct physical matrix implementation for that atomic computation implementation; and
2. For any vertex \(v^*\) in \(V^d_\nu\) aside from \(v\), the computation of \(v\) does not affect the physical matrix implementation for \(v^*\); thus, we must choose a subcomputation that produces exactly the physical matrix implementation \(p_{v^*}\).

Dynamic Programming. The dynamic programming algorithm to compute the minimum cost for general DAGs with the frontier notation is given as Algorithm 4.

6.3 Algorithm Efficiency

We now compare efficiency of the algorithms of Sections 4, 5 and 6.

Let \(n\) be the maximum number of inputs/outputs to any vertex. The brute-force algorithm (Algorithm 2) iterates through \(|I|\) different combinations of atomic computation implementations. Each of those combinations requires that we execute lines 10 to 16 of Algorithm 2. The cost of these lines can be estimated as \(O(n^2)\). Thus, the total cost is \(O(n^2|I|V)|V|\). This algorithm is very space efficient as it only ever stores (a) the current graph as it iterates through all possible graphs, and (b) the best graph obtained so far.

Now, consider the dynamic programming algorithm given as Algorithm 3. For a vertex \(v\), the way we implement the loop of line 10 of Algorithm 3 is to check, for each of the atomic computation implementations available to the vertex, the best way to provide each of the required input types. If the output physical matrix implementation type is \(p\), check if it gives us the best \(F(v, p)\) value; if so, update \(F\). In general, for atomic computation implementation, this requires that for each of the maximum of \(n\) inputs to \(v\), and consider up to \(P\) different physical implementations for each. Thus, the loop of line 10 requires time \(O(nP|I|V)|V|\). For the entire graph, the time complexity overall is \(O(nP|I|V)|V|\). The space complexity of a straightforward implementation that never “forgets” entries in \(F\) that will not be used in the future is \(O(|P||V|)\).

Now, consider the frontier-based algorithm for general DAGs. The key difference from the original DP algorithm is that a set of nodes may be part of the same equivalence class, and the costs must be considered together. Assume that each equivalence class is bounded in size by \(c\). Then there are at most \(|P|^c\) costs that must be maintained in \(F\) for each equivalence class. Consider line 15 in Algorithm 4. If our implementation of line 15 mirrors the implementation of line 10 in Algorithm 3, cost of the loop is \(O(n|P|^c|I|)|V|\). Then the overall time complexity is \(O(n|P|^c|I|V)|V|\). The space complexity of a straightforward implementation is \(O(|P|^c|V|)\), since one equivalence class is created as each vertex is considered.

7 ESTIMATING COSTS

In the case of dense inputs, it is typically possible to develop simple, analytic formulas for a number of features describing each atomic computation implementation and physical matrix transformation. These features include: (1) the number of floating point operations required by the implementation, (2) the amount of network traffic that will be generated by the implementation in the worst case\(^2\), (3) the bytes of intermediate data that will be pushed through the

\(^2\)We say, “in the worst case” because, at least in a relational implementation, the system may choose from a set of different implementations for relational operations such as joins, which can affect the network traffic.
computation in the worst case, and (4) the number of tuples that will be pushed through the computation in the worst case, as each tuple tends to require a fixed overhead cost. At installation time, our implementation runs a set of benchmark computations for which it collects the running time, and then it uses the aforementioned analytically-computed features along with those running times as input into a regression that is performed for each operation. Then, the set of learned regression models will serve as the cost function.

What about sparsity? Choosing sparse tensor/matrix implementations and operations can lead to significant time savings, but costing such implementations presents a challenge. Floating point operations, bytes transferred, and intermediate data bytes are affected by sparsity. In our prototype implementation, the cost model also makes into account the level of sparsity when predicting costs (where sparsity is defined as the fraction of items in the matrix or tensor that are non-zero). Note that the sparsity for all inputs can easily be estimated as data are loaded.

This approach works for certain computations—especially machine learning computations including the feed-forward neural network tested in the experimental section—where the input is sparse, but the model is not. Operations such as matrix multiplies between sparse data matrices and dense model matrices typically result in dense matrices with no sparsity to exploit. This means that all intermediate matrices/tensors are dense.

Things are more difficult given chains of operations over sparse inputs, where intermediate results are not dense. It is not an easy task to estimate the sparsity of intermediate results for a long chain of sparse operations, which is necessary to cost the compute plans considered by our model. This is analogous to the problem of compounding statistical errors when costing relational plans [22].

One idea to handle this—left to future work—is to use our proposed optimization algorithms along with a framework such as that proposed by Sommer et al. to estimate the sparsity of all intermediate results [33] and use those estimates in the cost model. Sommer’s MNC method showed remarkable accuracy, with relative errors never exceeding 1.07 for a graph of six operations over six input matrices (in Sommer’s definition of relative error, 1.0 is perfect [10]). Of course, it is always possible that any sparsity estimator can fail. During execution of the plan, it is easy to compute the sparsity of each intermediate result. If the relative error in estimated sparsity exceeds some value (say, 1.2), then execution can be halted, and the remaining plan re-optimized. This is analogous to re-optimization methods used in relational databases to deal with the problem of compounding estimation errors [5, 25].

8 EXPERIMENTS

8.1 Overview
We detail several sets of experiments. The first set compares the quality of our automatically-generated plans to human-generated plans. The second compares the runtime of auto-generated plans to an equivalent computation run natively on PyTorch [1] and SystemDS [2] (formerly SystemML). Besides recording the optimization times for producing the auto-generated code for the experiments above, we added a third experiment set to specifically examine the runtime efficiency of our proposed optimization algorithms.

<table>
<thead>
<tr>
<th>Input Matrix</th>
<th>Size Set 1</th>
<th>Size Set 2</th>
<th>Size Set 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>10K × 30K</td>
<td>50K × 1</td>
<td>50K × 50K</td>
</tr>
<tr>
<td>B</td>
<td>30K × 50K</td>
<td>1 × 100K</td>
<td>50K × 50K</td>
</tr>
<tr>
<td>C</td>
<td>50K × 1</td>
<td>100K × 30K</td>
<td>50K × 50K</td>
</tr>
<tr>
<td>D</td>
<td>1 × 50K</td>
<td>30K × 100K</td>
<td>50K × 50K</td>
</tr>
<tr>
<td>E</td>
<td>50K × 10K</td>
<td>100K × 50K</td>
<td>50K × 50K</td>
</tr>
<tr>
<td>F</td>
<td>50K × 10K</td>
<td>100K × 30K</td>
<td>50K × 50K</td>
</tr>
</tbody>
</table>

Figure 4: Size combinations for matrix multiplication chain.

We implement our optimization algorithm on top of SimSQL, which is a Hadoop-based parallel relational database [9], and on top of PlinyCompute [41], which is a high-performance distributed relational engine. Our implementation includes a total of 19 physical matrix implementations, 20 different physical matrix transformations, 16 different atomic computations, 38 different atomic computation implementations.

All SimSQL experiments are run on Amazon EC2 r5d.2xlarge machines with 8 cores, 68GB of RAM, and 300GB of NVMe SSD. All PlinyCompute, PyTorch, and SystemDS experiments are run on Amazon EC2 r5dn.2xlarge machines with 8 cores, 64GB of RAM, and 300GB of NVMe SSD.

8.2 Quality of Observed Plans
We first detail our experiments aimed at answering the question: Can the optimization framework described in this paper automatically choose a set of atomic operation implementations and transformations that outperform those chosen by heuristic, or by a human programmer? We consider four different computational tasks. All are run on our SimSQL implementation; all matrices are dense.

Feed forward neural network backprop. Consider a FFNN with three hidden layers, relu activation functions, and a softmax output layer. We perform backprop using a dense input matrix having $10^4$ input vectors with $6 \times 10^4$ features each. There are 17 possible possible labels. Besides the input and output layer, there are two hidden layers, whose weight matrices have size 60,000 by $layer\_size$, $layer\_size$ by $layer\_size$, respectively. FFNN input and weight matrices (and the matrices for inversion and matrix-chain mult below) are dense and generated by sampling double-precision floating point numbers from a Normal(0, 1) distribution.

We initially evaluate three methods for computing the physical plan for the FFNN. The first method is to auto-generate the plan using the algorithms of this paper (note the FFNN is not a tree, so the frontier algorithm is used). For the second method we use the SimSQL FFNN code that was derived from the code used in a published paper [23]. The third method is to simply tile everything with $1K \times 1K$ matrices. For Experiment 4, we recruit additional programmers to create plans, as described below.

There are four experiments aimed at evaluating plan quality. Experiment 1. On ten machines, we first perform the computation required to compute the activations at the output layer during the second forward pass, which means we run one forward pass, one backpropagation, and one more forward pass, using ten machines and a hidden layer size of 80K. This results in a very large compute graph, with 57 vertices. Times are given in Figure 5.
Experiment 2. Next, we run the FFNN computation on ten machines to compute the updated weight matrix for the second hidden layer, which requires a forward pass and one backpropagation, with a variety of hidden layer sizes. We try different values for the layer_size from 10K, 40K, 80K to 160K. Times are given in Figure 6. "Fail" means that the system crashed, typically due to too much intermediate data.

Experiment 3. We fix the size of the hidden layer as 160K, and repeat the computation using different numbers of machines. Times are given in Figure 7. Again, "Fail" means that the system crashed.

Experiment 4. One of the key hypotheses behind the paper is that it is difficult for a human programmer to choose the "correct" matrix/tensor and operator implementations so that things run fast. To evaluate that hypothesis, we compared auto-generated code with the human-produced FFNN code from [23]. However, that is just one human-generated computation. To better evaluate that hypothesis, we reconsider the third work of Figure 6, and ask three additional ML experts to produce SimSQL implementations. The additional programmers are all PhD students working in ML, with a correspondingly-high level of ML expertise. One works in the area of high-performance distributed ML (distributed ML expertise is "high"), one works in federated learning (distributed ML experience is "medium") and one works in ML applications (distributed ML experience is "low"). Each was given a 21-page handbook describing task, which included labeling 19 different operations in the compute graph, as well as various rules and considerations to take into account while labeling the operations. The resulting labelings were translated (by us) into three different SimSQL implementations. The first attempts by the programmers with "low" and "medium" distributed ML experiences crashed, and we asked them to update the labeling accordingly. Running times are given in Figure 8.

Two-level matrix inverse. A classic implementation [18] for distributed matrix inverse is to compute
\[
(\begin{array}{cc}
A & B \\
C & D
\end{array})^{-1} = (\begin{array}{cc}
\bar{A} & \bar{B} \\
\bar{C} & \bar{D}
\end{array})
\]
where:
\[
\bar{A} = A^{-1} + A^{-1}B(D - CA^{-1}B)^{-1}CA^{-1},
\]
\[
\bar{B} = -A^{-1}B(D - CA^{-1}B)^{-1},
\]
\[
\bar{C} = -(D - CA^{-1}B)^{-1}CA^{-1},
\]
\[
\bar{D} = (D - CA^{-1}B)^{-1}.
\]

Since this is a two-level block-wise matrix inverse, the matrix inverse \( A^{-1} \) is computed similarly. For the experiment, we set the size of block \( A, B, C, \) and \( D \) as 10K by 10K. The input blocks of matrix \( A \) have size 2K by 2K, 2K by 8K, 8K by 2K, and 8K by 8K, respectively. We compare the auto-generated implementation with a hand-written implementation that was auto-generated (the best possible physical implementation obtained by the first author of this paper) and one simply tiling all matrices in \( 1K \times 1K \) chunks. The time required to run the chain of matrix multiplications is given in Figure 9.

Matrix Multiplication Chain. Consider six input matrices: \( A, B, C, D, E, \) and \( F \). The specific computation is:
\[
T_1 \leftarrow A \times B, \; T_2 \leftarrow C \times D, \; O \leftarrow ((T_1 \times E) \times (T_1 \times T_2)) \times (T_2 \times F)
\]

<table>
<thead>
<tr>
<th>Dims</th>
<th>Auto-gen</th>
<th>Hand-written</th>
<th>All-tile</th>
</tr>
</thead>
<tbody>
<tr>
<td>10K</td>
<td>00:06:15 (08)</td>
<td>00:10:06</td>
<td>00:09:01</td>
</tr>
<tr>
<td>40K</td>
<td>00:12:18 (11)</td>
<td>00:17:58</td>
<td>00:18:43</td>
</tr>
<tr>
<td>80K</td>
<td>00:23:46 (06)</td>
<td>00:42:47</td>
<td>00:50:23</td>
</tr>
<tr>
<td>160K</td>
<td>00:55:16 (94)</td>
<td>02:15:01</td>
<td>Fail</td>
</tr>
</tbody>
</table>

Figure 5: FFNN: forward pass, backprop, and one more forward pass. Format is HH:MM:SS (Opt time in paren is :SS).

<table>
<thead>
<tr>
<th>Dims</th>
<th>Auto-gen</th>
<th>Hand-written</th>
<th>All-tile</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>01:19:32 (04)</td>
<td>Fail</td>
<td>Fail</td>
</tr>
<tr>
<td>10</td>
<td>00:55:16 (04)</td>
<td>02:15:01</td>
<td>Fail</td>
</tr>
<tr>
<td>20</td>
<td>00:44:19 (04)</td>
<td>01:19:27</td>
<td>01:45:50</td>
</tr>
<tr>
<td>25</td>
<td>00:38:19 (05)</td>
<td>01:18:59</td>
<td>01:31:15</td>
</tr>
</tbody>
</table>

Figure 6: FFNN: forward pass, plus backpropagation to \( W_2 \). Format is HH:MM:SS (Opt time in paren is :SS).

<table>
<thead>
<tr>
<th>ML expertise</th>
<th>Dist. ML expertise</th>
<th>Auto-gen</th>
<th>User 1</th>
<th>User 2</th>
<th>User 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA</td>
<td>NA</td>
<td>Fail</td>
<td>Fail</td>
<td>Fail</td>
<td>Fail</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>Fail</td>
<td>Fail</td>
<td>Fail</td>
<td>Fail</td>
</tr>
</tbody>
</table>

Figure 7: FFNN: forward pass, plus backpropagation to \( W_2 \). Format is HH:MM:SS (Opt time in paren is :SS).

We use \( O \) as the final output. We use three different size combinations for the input matrices. The sizes for each combination are provided in Figure 4. Again, we compare the auto-generated implementation with a hand-written implementation and one tiling all matrices in \( 1K \times 1K \) chunks. The time required to run the chain of matrix multiplications is given in Figure 10.

Discussion. In every case, the auto-generated physical plans selected by the optimizer beat both the hand-developed code, and also the heuristic of simply tiling every matrix. The auto-generated code even beat the hand-written code in Figures 5, 6, and 7, where those hand-written code were derived from the one used for the FFNN experiments for a published paper [23].

Note that for experiment 4, one recruited user was able to produce an implementation that nearly matched the quality of the auto-generated implementation (Figure 8). It was likely not a coincidence that this particular user is an expert in distributed machine learning. The two recruits with less expertise produced implementations that were significantly less performant.

8.3 Comparison with Other Systems

We now detail a second set of experiments aimed at answering: Can the algorithms of this paper auto-generate implementations that compete with implementations provided by state-of-the-art systems? In these experiments, we use the proposed optimization algorithm to choose the best set of formats to implement the FFNN computation on top of PlinyCompute [41], and compare with both PyTorch [1] and SystemDS [2] (formerly SystemML).
We perform FFNN backpropagation using the AmazonCat-14K dataset [28, 29] with 597,540 input features and 14,588 labels. We consider 1K and 10K batches. For PlinyCompute, the large input data matrix is stored as column-strips with strip width 1000 (this matrix is a \( b \times 597,540 \) matrix for a batch size of \( b \)). The large matrix connecting the inputs to the hidden layer is given to PlinyCompute as 1000 \times 1000 \) chunks (this matrix is a 597,540 \times h \) matrix for a hidden layer size of \( h \)). All other input matrices are given to the system as whole, unchunked matrices. For PyTorch, a standard, “data parallel” implementation is used [19]; the input data matrix is sharded into column strips so each machine gets one shard. For SystemDS, the computations are implemented by using the linear algebra operations provided by the system, and is configured to use Intel MKL library [36] for BLAS [7] computations.

We run two subsets of experiments. In the first, an input batch size of 1000 is used, and PlinyCompute is constrained to use dense operations. A variety of cluster sizes and hidden layer sizes are tested. Results are given in Figure 11. In the second, we use a 10K batch size, and try three options for PlinyCompute. In the first, the input data are stored densely and PlinyCompute is constrained so that it cannot choose to transform the input to sparse format. In the second, the inputs are stored densely, but the constraint is removed. In the third, the inputs are stored sparsely. Results are in Figure 12.

**Discussion.** The optimized computations outperform PyTorch in each case. For a size 1000 batch, PlinyCompute is up to 2.5 times faster. PyTorch’s data-parallel implementation broadcasts the entire model to all machines, which is problematic with such a large model—it would be better to move the data. The optimized implementation is able to avoid this. Note that PyTorch also failed in many of the cases, especially for the case of the larger batch size. This is because PyTorch is unable to multiply the matrix storing the input data with the entire matrix connecting the inputs to the first input layer without failing.

SystemDS has performance similar to PyTorch on the smaller batches. On the larger batch task, SystemDS’ ability to take advantage of the very sparse one-hot-encoded input allows it to outperform PyTorch, and it is close to matching the auto-generated PlinyCompute performance, when the optimization algorithm’s ability to utilize sparsity is turned off. But when the ability to choose sparse operations is turned on, the runtime drops considerably, to just 20% to 50% of the all-dense implementation.

---

### Figure 9: Two-level block-wise matrix inverse. Format is MM:SS (opt time in parens is :SS).

<table>
<thead>
<tr>
<th>Input size</th>
<th>Auto-gen</th>
<th>Hand-written</th>
<th>All-tile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size Set 1</td>
<td>00:08:45 (:05)</td>
<td>00:20:22</td>
<td>00:21:38</td>
</tr>
<tr>
<td>Size Set 2</td>
<td>01:05:36 (:00)</td>
<td>02:26:32</td>
<td>01:56:15</td>
</tr>
<tr>
<td>Size Set 3</td>
<td>00:34:52 (:00)</td>
<td>01:46:20</td>
<td>02:02:54</td>
</tr>
</tbody>
</table>

**Figure 10: Matrix multiplication chain. Format is HH:MM:SS (opt time in parens is :SS).**

<table>
<thead>
<tr>
<th>Layer Size</th>
<th>PC No Sparsity</th>
<th>PyTorch</th>
<th>SystemDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clusters: 2 workers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4000</td>
<td>0:23 (:04)</td>
<td>0:26</td>
<td>1:10</td>
</tr>
<tr>
<td>5000</td>
<td>0:28 (:03)</td>
<td>0:31</td>
<td>1:24</td>
</tr>
<tr>
<td>7000</td>
<td>0:53 (:03)</td>
<td>Fail</td>
<td>1:36</td>
</tr>
<tr>
<td>Clusters: 5 workers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4000</td>
<td>0:18 (:04)</td>
<td>0:39</td>
<td>0:56</td>
</tr>
<tr>
<td>5000</td>
<td>0:20 (:04)</td>
<td>0:46</td>
<td>1:01</td>
</tr>
<tr>
<td>7000</td>
<td>0:30 (:03)</td>
<td>Fail</td>
<td>0:39</td>
</tr>
<tr>
<td>Clusters: 10 workers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4000</td>
<td>0:20 (:04)</td>
<td>0:40</td>
<td>0:44</td>
</tr>
<tr>
<td>5000</td>
<td>0:22 (:03)</td>
<td>0:50</td>
<td>0:52</td>
</tr>
<tr>
<td>7000</td>
<td>0:25 (:04)</td>
<td>Fail</td>
<td>0:34</td>
</tr>
</tbody>
</table>

**Figure 11: FFNN forward pass plus backprop, 1K batch. Format is M:SS (opt time in parens is :SS).**

### 8.4 Optimization Runtimes

Finally, we detail a third set of experiments aimed at answering the question: *How important is the efficient dynamic programming algorithm? Is the brute-force algorithm sufficient?*. We consider three specific computations.

**Computation 1: DAG2.** Consider the following matrix computation:

\[
\begin{align*}
T_1 &← A \times B; T_2 ← C \times D \\
O_1 &← (T_1 \times T_2) \times E; O_2 ← (T_1 \times T_2) \times O_1
\end{align*}
\]

This is a “scale 1” chain. We can construct a larger chain, called a “scale 2” chain, by repeating the above pattern and connecting to the first computation by replacing matrix \( A \) with \( O_2 \), and replace matrix \( C \) with \( O_1 \) (this is “DAG2” because the two scales are connected in two locations, creating a more complicated dependency). This can be repeated \( n - 1 \) times to create a “scale \( n \)” chain. We use the lastly-produced matrix as the output matrix to trigger the computation.

**Computation 2: DAG1.** We can create a computation with a simpler dependency by connecting computations by replacing \( A \) with \( O_2 \).

**Computation 3: Tree.** Lastly, consider the tree-shaped computation:

\[
\begin{align*}
T_1 &← A \times B; T_2 ← C \times D \\
O_1 &← (T_1 \times T_2) \times E; O_2 ← O_1 \times F
\end{align*}
\]

We can create a “scale \( n \)” tree computation by linking together \( n \) trees by replacing matrix \( A \) with \( O_2 \).

For each of these computations, we construct tasks at a number of different scales and compare the runtime of the brute-force optimization algorithm (Algorithm 2) with either the DP algorithm (Algorithm 3) in the case of the tree computations, or the Frontier algorithm (Algorithm 4) in the case of DAG1 and DAG2. We assume all matrices are initially stored as a single tuple, with size 20,000 \times 20,000, and we assume the computations would be run on 10 machines. Finally, we tested three cases: all formats in this case). Results are given in Figure 13. “Fail” means a runtime of greater than 30 minutes.
<table>
<thead>
<tr>
<th>Layer Size</th>
<th>PC No</th>
<th>Fail</th>
<th>PCSparse</th>
<th>Input</th>
<th>PC Dense Input</th>
<th>PyTorch</th>
<th>SystemDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>4000</td>
<td>1:34:05</td>
<td>0:50</td>
<td>0:54</td>
<td>2:05</td>
<td>1:57</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td>2:47:05</td>
<td>0:58</td>
<td>1:02</td>
<td>Fail</td>
<td>2:51</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7000</td>
<td>4:24:05</td>
<td>1:16</td>
<td>1:19</td>
<td>Fail</td>
<td>7:54</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Clustering with 2 workers

<table>
<thead>
<tr>
<th>Layer Size</th>
<th>PC No</th>
<th>Fail</th>
<th>PCSparse</th>
<th>Input</th>
<th>PC Dense Input</th>
<th>PyTorch</th>
<th>SystemDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>4000</td>
<td>1:15:06</td>
<td>0:23</td>
<td>0:27</td>
<td>1:16</td>
<td>1:15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td>1:20:05</td>
<td>0:26</td>
<td>0:32</td>
<td>1:30</td>
<td>1:30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7000</td>
<td>1:55:05</td>
<td>0:35</td>
<td>0:38</td>
<td>Fail</td>
<td>2:49</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Clustering with 5 workers

<table>
<thead>
<tr>
<th>Layer Size</th>
<th>PC No</th>
<th>Fail</th>
<th>PCSparse</th>
<th>Input</th>
<th>PC Dense Input</th>
<th>PyTorch</th>
<th>SystemDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>4000</td>
<td>0:53:06</td>
<td>0:20</td>
<td>0:24</td>
<td>1:06</td>
<td>1:01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td>1:02:05</td>
<td>0:20</td>
<td>0:24</td>
<td>1:17</td>
<td>1:15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7000</td>
<td>1:16:05</td>
<td>0:23</td>
<td>Fail</td>
<td>1:21</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Other systems for distributed ML or linear algebra also optimize operator implementations and layouts, though no work we are aware of attempts to systematically and globally optimize operator implementations, layouts, and the transformations. MATFAST [40] optimizes the physical implementations of matrix-based programs for a distributed in-memory system. Spartan [21] is a distributed array framework that can automatically choose tile sizes for arrays to maximize the data locality. DMac [39] inspects the matrix dependencies between each operation in a matrix-based program, and utilizes those dependencies to select the optimal execution strategy for each operation. [26] proposes a hybrid representation with adaptive tiles for large sparse and dense matrices, and considers the optimization of matrix multiplication on those matrices. The deep learning community has considered automatically choosing the optimal tiling strategies for tensors to improve data locality and model parallelism. Some examples are [24], [37] and [34].

10 CONCLUSIONS

We have proposed a framework for automatic optimization of the physical implementation of matrices and operations over them, for use during complex machine learning and linear algebra computations. We showed experimentally that the implementations chosen by our optimization framework meet or exceed those chosen by human experts, and that a system running such implementations can beat state-of-the-art systems.
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