
Deep Learning for Vision & 
Language

Segmentation, AutoEncoders, Variational AutoEncoders, Introduction to 
Diffusion Models



• Diffusion Process

1
Slides compiled by my student Aman Shrivastava

https://cvpr2022-tutorial-diffusion-models.github.io/
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How do we train?

6
https://cvpr2022-tutorial-diffusion-models.github.io/



Unet to model transition 
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https://cvpr2022-tutorial-diffusion-models.github.io/



How do we train?
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How do we train?

9
https://cvpr2022-tutorial-diffusion-models.github.io/



Imagen by Google
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Imagen by Google

11https://arxiv.org/pdf/2205.11487.pdf



Latent Diffusion Models (Stable Diffusion)
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Latent Diffusion Models
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Another More Recent Improvement: Flow Matching

14https://www.youtube.com/watch?v=DDq_pIfHqLsSee video by Jia-bin Huang (U of Maryland)
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16https://arxiv.org/pdf/2412.15191
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How do we find               ? 

Assume we have the following:

and =



20

How do we find               ? 

Assume we have the following:

and =



Also check this material to know more
• Entire class on Flow Matching and Diffusion Models: 

https://diffusion.csail.mit.edu/
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Alternative Methods to Diffusion
• Auto-Regressive models (LLMs to Generate Images!)
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Text to Scene as Machine Translation!

Mike holds a hotdog

h̄0 h̄1 h̄2 h̄3 h1 h2

END

h3

Text2Scene: Generating Compositional Scenes from Textual Descriptions

Fuwen Tan, Song Feng, Vicente Ordonez. Intl. Conference on Computer Vision and Pattern Recognition. CVPR 2019.

Long Beach, California. June 2019.(~Oral presentation + Best Paper Finalist -- top 1% of submissions)
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Amazon Alexa AI 

https://www.amazon.science/blog/the-science-behind-alexas-new-interactive-story-creation-experience
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Amazon Alexa AI 

https://www.amazon.science/blog/the-science-behind-alexas-new-interactive-story-creation-experience



Vector Quantized - GAN

28https://arxiv.org/abs/2012.09841 https://arxiv.org/pdf/2110.04627.pdf



Vector Quantized GAN (VQGAN)

29https://arxiv.org/abs/2012.09841 https://arxiv.org/pdf/2110.04627.pdf



DALL-E (v1)
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OpenAI Feb 2021



DALL-E (v1)
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Questions
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